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On the Numerical Modeling of the
Thermomechanical Contact for
Metal Casting Analysis
The paper shows the intrinsic difficulties found in the numerical simulation of industrial
casting processes using finite element (FE) analysis. Up until now, uncoupled pure ther-
mal simulations have been mostly considered to model solidification and cooling phe-
nomena. However, a fully coupled thermomechanical analysis provides a more complete
insight of the casting process and the final outcome regarding the quality of the part. In
this type of analysis, the thermomechanical model used plays a role of paramount im-
portance, as the problem is coupled both ways through contact between part and mould.
The paper presents the full statement of the problem regarding contact, and it considers
the difficulties associated with FE mesh generation and time integration strategy. It also
reviews soft and hard algorithms for mechanical contact presenting some new alterna-
tives. Evaluation of coefficients used for thermal contact is also discussed, and a new
proposal is presented. Finally, some numerical applications are presented to assess the
performance of the proposed strategies both in benchmark and industrial problems.
�DOI: 10.1115/1.2897923�

Keywords: thermomechanical contact, metal casting analysis, heat conduction, heat
convection, heat radiation, finite element method
ntroduction
The aim of this study is to show the intrinsic difficulties found

nd the strategy adopted to simulate a foundry process.
Up until now, mostly purely thermal simulations have been

onsidered to study the evolution of the solidification and cooling
henomena. This is mainly due to the fact that this strategy is
asier and less costly and, therefore, more convenient for large-
cale industrial simulations. On the other hand, the fully coupled
hermomechanical analysis is the natural framework to represent
he heat flow exchange, the final shape of the casting part, as well
s the evolution of the residual stresses induced by the manufac-
uring operations. The accurate modeling of both stresses and de-
ormations of the part during the solidification and the cooling
hases is crucial to capture the thermal pattern �temperature and
olidification evolution� in aluminum casting or, more generally,
hen a permanent mould is used. In fact, the thermal deformation
f both part and mould modifies the original interfacial heat trans-
er among all the casting tools involved in the process. The rela-
ionship between the heat transfer coefficient and mechanical
uantities such as the open air gap or the contact pressure has
een experimentally proved. Hence, the mechanical analysis
oupled with the thermal simulation is mandatory to produce a
eliable casting numerical model.

More specifically, this work will focus on the description of the
hermomechanical contact model necessary to study the interac-
ion among all the casting tools during the solidification and cool-
ng processes. This is possibly the key point in a casting simula-
ion, playing an extremely important role and coupling the
hermomechanical problem in both ways.

overning Equations
The system of partial differential equations governing the

oupled thermomechanical problem is defined by the momentum

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 6, 2007; final manuscript re-
eived January 25, 2008; published online April 23, 2008. Review conducted by Ben

. Li.

ournal of Heat Transfer Copyright © 20
and energy balance equations, restricted by the inequalities arising
from the second law of thermodynamics. This system must be
supplemented by suitable constitutive equations and prescribed
boundary and initial conditions.

Strong Form of the Governing Equations. Using a mixed
u / p displacement/pressure formulation, the strong forms of the
momentum and energy balance equations are given by

� · s + �p + b = 0 �1�

Ė = �:�̇ + Q̇ �2�

where s is the deviatoric part of Cauchy’s stress tensor defined as

�= p1+s, b is the vector of forces per unit of volume, Ė is the rate

of the internal energy per unit of volume, and Q̇= Ṙ−� ·Q is the
heat supplied to the system per unit of volume due to the internal

sources per unit of volume Ṙ and input heat flow through the
boundary −� ·Q.

On the other hand, the second law of thermodynamics limits the
direction of the energy transformations and it postulates that there

exists a state function called enthalpy H so that Ḣ= Q̇+ Ḋ, where

Ḋ�0 is the thermomechanical dissipation and it represents the
energy dissipated �transformed in heat� for an irreversible process.

Weak Form of the Balance of Momentum Equation. Let ��
and �q be the test functions associated with the displacement and
pressure fields u and p, respectively. The weak form of the bal-
ance of momentum equation in the hypothesis of a quasistatic
process can be expressed in the mixed format as

�
�

��S��s�dV +�
�

�� · ��p�dV

=� ���b�dV +� ���t̄�dS +� ���tc�dS

� �� ��
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�q�� · u +
p

K
− e��dV = 0 �3�

here K is the bulk modulus, e� is the thermal �volumetric� de-
ormation, and t̄ and tc are the prescribed and contact tractions,
espectively. Observe that for a liquidlike behavior, K→� and
�=0, the second equation reads

�
�

��q � · u�dV = 0 �4�

tating �in weak form� the incompressibility condition � ·u=0.
ence, a stabilization technique becomes necessary to ensure sta-
ility. It can be proved that neither standard P1 nor P1/P1 mixed
lements pass the Babuska–Brezzi stability condition �1�. An at-
ractive alternative to circumvent such condition can be achieved
ntroducing a stabilizing term in the continuity equation. A first
ossibility is the so called Galerkin least-squares �GLS� method,
hich introduces an element-by-element stabilization term based
n the residual of the momentum balance equation or as an attrac-
ive alternative the orthogonal subgrid scale �OSGS� approach
2–6�.

Weak Form of the Balance of Energy Equation. Let �� be
he test function associated with the temperature field T. The weak
orm of the balance of energy equation reads

�
�

���Ḣ�dV +�
�

������k � T�dV =�
��

���Qc�dS �5�

here Fourier’s law has been introduced as Q=−k�T, being k the
onductivity coefficient. Observe that for casting application the

issipation term Ḋ is negligible and usually does exist neither as

he source term Ṙ nor any prescribed heat flux at the boundary.
he only driving force that moves the problem is Qc, which is the
eat flux at the boundary interfaces due to the thermal contact
nteraction.

This term is possibly the most important one for this kind of
pplications and, as it will be shown in the next sections, it is
esponsible for the coupling between the mechanical and the ther-
al problems. On one hand, all the mechanical properties, that is,

he material behavior, depend on the temperature field; on the
ther hand, it will be shown that the heat flux at the contact
nterfaces Qc depends on mechanical quantities such as the normal
ontact pressure or the thermal shrinkage of all the foundry
omponents.

Given this, it is not possible to uncouple the problem so that

Fig. 1 Sand gravity casting; CA
oth thermal and mechanical solutions must be obtained at each

61301-2 / Vol. 130, JUNE 2008
time step. In this work, the authors chose a staggered solution
strategy based on the fractional step method. Interested readers
can refer to Refs. �7,8� for further details.

Geometry and FE Mesh
Once the equations to be solved are defined, the main difficulty

to be taken into account when modeling a casting process is the
geometrical definition of all the casting tools involved in the
manufacturing process. The complexity of such geometries makes
the meshing operation really difficult. Figure 1 shows the intricacy
of the sand casting system used to manufacture excavator teeth.

The high number of casting tools involved in the simulation
such as part, molds, cores, cooling channels, chillers, etc., requires
an important computer-aided design �CAD� effort, which turns
into much greater meshing troubles.

Generally, only a tetrahedral finite element �FE� mesh can be
generated. The small thickness of many parts, especially in the
case of either low-pressure or high-pressure die-casting processes,
is a strong constraint when meshing. Very few elements are placed
within the thickness of the casting part, posing difficulties for the
numerical description of temperature gradients as well as the evo-
lution of the thermal contraction or the stress field.

The artificial stiffening due to a very coarse mesh discretization
is possibly the major difficulty to achieve the result accuracy
needed. Figure 2 shows the original CAD geometry and the FE
mesh used for a high pressure die-casting �HPDC� analysis. The
mesh generated, including mould and filling system, is about 1
�106 of linear elements, which is the current practical limit in a
standard personal computer �PC� platform. However, just one lin-
ear element is placed through the thickness of the part.

The artificial stiffening of the discrete model induced by a
coarse mesh is increased by the element technology used to re-
spect the volumetric incompressibility constraints as introduced in
the previous section. Mechanical contact algorithms particularly
suffer such numerical stiffening and, therefore, a very robust con-
tact algorithm must be used to prevent spurious penetrations and
numerical locking of the solution.

The discretization of the contact surface is another problem
induced by the FE mesh. Surface curvature results in a nonsmooth
surface definition, leading to a nonsmooth contact reaction field.
The direction of the normal vector at each node of the surface is
not univocally defined: There are different possibilities according
to the algorithm selected. All these possibilities should converge
refining the mesh but if this is not possible �i.e., a large industrial

eometry of the foundry system
analysis�, the choice can seriously affect the final result.

Transactions of the ASME
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hermomechanical Contact Algorithms
On foundry processes, the numerical simulation of the me-

hanical interaction among casting tools such as part, mould,
ores, etc., is an extremely important issue to be taken into ac-
ount. Looking at the definition of heat conduction and heat con-
ection laws, it is clear how important is an accurate definition of
he contact pressure as well as the prediction of the open air gaps
etween casting part and mould surfaces. The relationship be-
ween heat transfer coefficients and open air gap has been experi-

entally proved �9,10�, especially in the case of low-pressure as
ell as HPDC processes, which use permanent moulds.
In the literature, it is possible to find many different algorithms

o study the mechanical contact between deformable bodies
11,12�. In a solidification process, the shrinkage of the casting
aterial is of order of 3–5% of the original volume and no other
ovements are allowed, so that it is possible to assume a small

isplacement contact algorithm. This hypothesis reduces the cost
ssociated with the so called closest-point-projection procedure,
hich is commonly used when large slips can occur �13�. A sim-
ler node-to-node or face-to-face contact algorithm can be as-
umed without loss of accuracy. Therefore, coincident surface
eshes are generated such that the location of the boundary nodes

f the mould matches the location of the casting nodes. Observe,
s great advantage of such strategy, that neither spurious initial
enetrations nor fictitious open gaps are allowed at the beginning
f the simulation.

Once the contact zone is identified and discretized, two differ-
nt typologies of contact algorithms can be applied to prevent the
enetration establishing the contact constraints. On one hand, the
o called soft contact algorithms are based on penalization tech-
iques, such as the penalty method or the augmented Lagrangian
lgorithm, among others �14,15,13�. On the other hand, the so
alled hard contact algorithms based on the computation of the
ontact reactions totally prevent the penetration at the contact in-
erface, such as the Lagrange multiplier method �11�.

In a penalty approach, the final penetration is not zero and it
epends on the value of the penalty parameter selected. This is a
ajor problem in the case of casting analysis because it is really

ifficult to select the appropriate penalty value. In practice, this

Fig. 2 HP die-casting process: CA
alue is usually taken as a function of the stiffness and element

ournal of Heat Transfer
sizes of the contacting bodies. It is also a fact that during both the
solidification and the cooling processes, casting stiffness drasti-
cally changes, leading to a hard choice of the penalty. Some au-
thors propose a temperature dependent parameter according to the
temperature evolution at the casting interface �16,17�. Even if the
results achieved are better, the use of fairly large values of the
penalty parameter to prevent the penetration of one boundary
through the other is still problematic.

It must also be observed that the use of iterative solvers, such as
a conjugate gradient or GMRES iterative solvers, is a really attrac-
tive alternative for the solution of large-scale industrial problems.
The number of iterations necessary to achieve the solution is a
function of the condition number of the matrix of the system. By
adding the contact contributions to the assembled matrix �which
depend on the value of the penalty parameter used�, the number of
iterations required by the solver to converge increases, and as a
direct consequence, the total CPU time. High values of the penalty
parameter lead to a matrix ill conditioning up to the limit case of
solver locking.

A possibility to reduce the matrix ill conditioning, without los-
ing result quality, is the augmented Lagrangian method �14�. The
drawback is the terrible CPU time increase.

As a third possibility, proposed here by the authors, a block-
iterative solution can be considered. The basic idea consists of
using a penalty method together with the decomposition of the
final system of equations into casting, mold, and contact equa-
tions, such as

� Acast 0 Ac,cast

0 Amold Ac,mold

Ac,cast Ac,mold Ac
	
 ducast

dumold

duc
� = 
 rcast

rmold

rc
� �6�

where the contact equations are those associated with the nodes at
the contact interface. As a result, an arrow shaped system of equa-
tions is obtained. An iterative solution of such a system is pro-
posed in the form

Acastducast
i+1 = rcast − Ac,castduc

i

Amolddui+1 = rmold − Ac,molddui

geometry and FE mesh generated
mold c

JUNE 2008, Vol. 130 / 061301-3
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Acduc
i+1 = rc − Ac,castducast

i+1 − Ac,molddumold
i+1 �7�

here index �i� stands for the iteration counter within the block-
terative solution.

The advantages of such procedure are manifold. First, the local
atrices that solve each of the subproblems generated are much

etter conditioned, leading to a much better performance of any
terative solver chosen. Second, the partial problems to be solved
re smaller and consequently faster to solve and, finally, the pro-
osed structure can be easily parallelized so that casting and mold
an be assembled and solved using different processors. Observe
hat the only information to be transferred is the vector of nodal
nknowns. As a drawback of the method, it must be pointed out
hat the number of iterations required by the block-iterative

ethod proposed depends on the penalty parameter used. There-
ore, even if a better control on the global solution is achieved, the
erformance still depends on the conditioning of the original
atrix.
In Table 1, it is possible to observe the typical Newton–

aphson convergence evolution for the three methods described.
he augmented Lagrangian method shows a faster convergence
volution if compared to the standard penalty algorithm. On the
ther hand, the total number of iterations necessary to solve the
ime step is higher, leading to a longer CPU time. Looking at the
lock-iterative method, it is possible to judge the good perfor-
ance of the Newton–Raphson convergence even if the total

umber of iterations is still high.
Note that the block-iterative procedure gives a solution even if

he iterative loop is not fully converged, allowing the solution of
he following time step without stopping the full simulation pro-
ess due to a loss of convergence of the global analysis.

Table 1 Typical convergence performance o
augmented Lagrangian algorithm, and the pro

Penalty
method

Convergence
ratio

Augmented
Lagrangian

Iter=1 1.000000E+3 Iter=1
Iter=2 2.245836E+2 Iter=2
Iter=3 2.093789E+2 Iter=3
Iter=4 7.473996E+1 Iter=4
Iter=5 5.873453E+1 New augm
Iter=6 9.986438E+0 Iter=5
Iter=7 3.762686E−2 Iter=6
Iter=8 2.125986E−4 New augm

Iter=7

Fig. 3 Thermal contact model. „a… The heat co
contact area, which depends on the contact pr

thermal conduction or thermal convection must

61301-4 / Vol. 130, JUNE 2008
Thermal Contact Model
Accurate knowledge of the interfacial heat transfer coefficient

between the solidifying casting and the surrounding mould is es-
sential to produce a realistic solidification model. Hence, a reli-
able thermal contact model must be considered taking into ac-
count the heat transfer when the surfaces are in contact or when it
exists as an open air gap �16�.

Closed-Gap Thermal Contact Model. We refer to closed-gap
thermal contact model Qclosed when the casting surface is in con-
tact with the mould surface. In such case, standard Fourier’s law
cannot describe the heat transfer phenomena because the contact-
ing surfaces do not physically match perfectly, leading to different
temperatures at the casting and the mould surfaces �see Fig. 3�. A
heat resistance due to the gas trapped among the surface asperities
can be experimentally observed. This resistance reduces as the
contact pressure increases because the effective contact area
extends.

The heat flux is computed as the product of a heat transfer
coefficient, hclose, multiplied by the thermal gap, g�=Tcast
−Tmould, existing between the casting and mould surfaces in the
form

Qclosed = hclosed�tn��Tcast − Tmould� �8�

It must be observed that the hclosed is the inverse of the heat
resistance coefficient, meaning that high values of the hclosed result
into small values of the heat resistance. As a limit, an infinite
value of the hclosed means that there is no heat resistance and
Fourier’s law governs the heat flux between the two bodies.

As it was commented above, the heat transfer coefficient can be

ined using the standard penalty method, the
sed block-iterative method

vergence
ratio

Block-iterative
method

Convergence
ratio

0000E+3 Iter=1 1.00000E+3
7635E+2 Iter=2 6.84654E+1
6474E+0 Iter=3 8.57626E−2
5237E−3 Block-iter

Iter=4 2.97468E+1
4238E+1 Iter=5 4.845342E−2
3579E−3 Block-iter

Iter=6 4.734127E−3
6447E−3

uction coefficient is a function of the effective
ure. „b… Depending on the casting shrinkage,
bta
po

Con

1.00
8.95
7.84
6.73

5.73
6.72

3.94
nd
ess
be considered.
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ssumed as a function of the normal contact pressure, tn, between
he two contacting surfaces. The model proposed computes a ther-

al resistance, Rclosed, due to the air trapped in between the mould
nd the casting surfaces and induced by the roughness values
easured on those surfaces. In addition, the thermal resistance

ue to the mould coating is also accounted so that the total ther-
al resistance can be expressed by

Rclosed =
Rz

kair
+

�coat

kcoat
�9�

here Rz=0.5�Rz,cast
2 +Rz,mould

2 is the mean peak-to-valley height
f the rough surfaces, �coat is the effective thickness of the coat-
ng, and kair and kcoat are the thermal conductivities of the gas
rapped and the coating, respectively.

The effect induced by contact pressure is modeled according to
he experimental evidence using the following expression:

hclosed�tn� =
1

Rclosed
� tn

He
�b

�10�

here He is the Vickers hardness and 0.6�b�1.0 is a constant
xponent �9,10�. Observe that the model assumes a hclose propor-
ional to the normal contact pressure as a measure for the effective
ontact surface interaction.

Open-Gap Thermal Contact Model. Heat convection between
wo bodies appears when they separate one from the other due to
he thermal shrinkage effect. The model considered by the authors
oes not pretend to describe the air convection between the two
urfaces: The surrounding air is neither discretized nor studied.
he model only looks for the effects on the heat transfer between

he two bodies. An open-gap heat flux Qopen is assumed to de-
cribe this phenomenon following the so called Newton law of
ooling. Such heat flux is defined as a function of a coefficient,
open, multiplied by the thermal gap in the form

Qopen = hopen�gn��Tcast − Tmould� �11�
It can be verified experimentally that the heat transfer coeffi-

ient, hopen, depends on the open air gap, gn �the distance between
he two surfaces� due to the insulating effect of the gas trapped in
he cavity:

hopen�gn� =
kair

gn
�12�

On the other hand, it must be observed that the above expres-
ion must be limited with the value assumed by the heat transfer
oefficient when the gap is close so that

hopen = min� kair

gn
,hclose� �13�

The model presented above is recommended for permanent
ould casting. This is the case of low-pressure and HPDC tech-

ologies. The high conductivity of the metallic �steel� mould
rops down when an air gap is formed due to the shrinkage of the
asting material. Air �trapped gas� conductivity is much lower
han the steel conductivity and the insulating effect is evident.

Observe that either the contact pressure �used to compute the
eat conduction coefficient� or the gap formation can be taken into
ccount only if a coupled thermo mechanical simulation is per-
ormed. Both solidification and cooling evolution are driven by
he heat flux exchanged through the boundaries and such heat flux
s coupled with the mechanical behavior. If a purely thermal

odel is used to compute the solidification evolution, a lack of
nformation must be assumed and a simplified model for the heat
ux exchange must be considered.
In this case, both open-gap and closed-gap heat fluxes can only

epend on the temperature field, which is the only nodal variable

omputed. Both models reduce to

ournal of Heat Transfer
Qther = hther�Tcast − Tmould� �14�

where the heat transfer coefficient, hther, can be only a function of
the temperature field. Proposals introduced by different authors
assume as driving variables the temperature of the casting surface,
or the temperature of the mould surface, or even an average �air�
temperature field.

In our opinion, the temperature field at the contact surface is not
representative of the heat flux behavior and it is not possible to
distinguish between open-gap and closed-gap heat behaviors be-
cause the mechanical gap is not computed. It is easy to observe,
experimentally as well as numerically, that the surface tempera-
ture of the casting material drops very rapidly when coming in
contact with the mould. The surface skin becomes solid even if
the casting volume is still mainly liquid. As a consequence, the
temperature field on the surface is not representative of the solidi-
fication evolution of the part �thermal shrinkage�.

To overcome this problem, we propose a heat transfer coeffi-
cient as a function of the percentage of solidified casting material,
hther�FS�, where FS takes into account the evolution of the solidi-
fication as

FS =
1

V � fS�T�dV �15�

where 0� fS�T��1 is the solid fraction function computed at each
point of the casting volume. As a result, the heat flux is defined as
a function of the volumetric contraction of the casting that is an
average open air gap all around the part. Given this, the heat
transfer coefficient is computed as

hther�FS� = FSh̄open + �1 − FS�h̄close �16�

where h̄close and h̄open are average values for the heat conduction
and heat convection coefficients, respectively.

Heat Convection Model: The Newton Law of Cooling. Ob-
serve that a heat convection model should be considered to study
the cooling of the casted part induced by the surrounding environ-
ment during the demolding operation. Also, in this case, the FE
discretization only studies the thermomechanical behavior of the
bodies without considering the air. The proposed model is based
on the Newton law of cooling considering the heat flux as the
product between a heat transfer coefficient and the thermal gap:

Qconv,env = henv�Tenv��Tmould − Tenv� �17�
Note that the heat transfer coefficient depends on the casting

temperature in contact with the environment henv�Tcast�, assuming
that the air convection generated is proportional to the existing
thermal gap.

Heat Radiation Model. Heat radiation flux between two facing
bodies is computed using the Stefan–Boltzmann law:

Qrad = hrad��Tcast + 273.16�4 − �Tmould + 273.16�4� �18�

where the heat radiation coefficient hrad depends on the emissivi-
ties of the two bodies, 	coat and 	mould, respectively, and Stefan’s
constant 
a as

hrad =

a

�1/	c + 1/	m − 1�
�19�

It must be pointed out that, for casting analysis, the two sur-
faces are coincident so that the view factors can be neglected.

Finally, when the heat is dissipated through the surrounding
environment during demolding, the radiation law is expressed in
the form

4 4
Qrad,env = 
a	cast��Tcast + 273.16� − �Tenv + 273.16� � �20�
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umerical Simulations
The formulation presented in previous sections is illustrated

ere with a number of numerical simulations. The goal is to dem-
nstrate the good performance of the proposed formulation in the
ramework of infinitesimal strain coupled thermal plasticity for
ndustrial casting analyses and, in particular, for steel mould cast-
ng. Computations are performed with the FE code VULCAN de-
eloped by the authors at the International Center for Numerical
ethod in Engineering �CIMNE� in Barcelona, Spain, and com-
ercialized by QUANTECH-ATZ �18�. In all the simulations, the
ewton–Raphson method, combined with a line-search optimiza-

ig. 4 Automotive part; FE mesh generated for the casting
nd the cooling system

Fig. 5 Contact benchmark: „a

Fig. 6 Contact reaction for both the penalty and the augment

„a… fine mesh and „b… coarse mesh

61301-6 / Vol. 130, JUNE 2008
tion procedure, is used to solve the nonlinear system of equations
arising from the spatial and temporal discretizations of the weak
form of the governing equations. Convergence of the incremental
iterative solution procedure was monitored by requiring a toler-
ance of 0.1% in the residual based error norm.

Penalty Versus Augmented Lagrangian Method. This ex-
ample is intended to show the important role played by the ele-
ment size. It is easy to understand that the finer the mesh used is,
the more deformable is the body defined in the FE mesh, allowing
the use of lower values of the penalty parameter to achieve a good
solution. Figures 5�a� and 5�b� show two different mesh discreti-
zations used to demonstrate the performance of the soft contact
formulation. The contact benchmark consists of the upsetting of
the upper block pressed against the base block. To increase the
difficulty, the material stiffness of the base block is ten times
higher compared to the other block.

This benchmark tries to reproduce the situation that one should
face when solving a real industrial solidification analysis. Figure 4
shows an automotive casting part and the corresponding FE mesh.
Half a million elements are necessary to mesh the full casting
system including cooling channels and mould. Even if the mesh
looks good and the total number of elements is close to the com-
putational limit in a standard PC, few elements are placed in the
thickness of the part. Hence, mechanical contact presents the same
problem shown by the coarse mesh in the contact benchmark.

Figures 6�a� and 7�a� show the convergence of both the contact
reaction and the contact penetration when the penalty parameter is
increased. Figure 6�b� shows what happens when the coarse mesh
is used. It is not possible to achieve the converged solution for

ne mesh and „b… coarse mesh

Lagrangian methods when increasing the penalty parameter:
… fi
ed
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igh values of the penalty parameter due to locking of the analy-
is. The convergence to the final solution is slower and often it
annot be achieved. In fact, locking of the solution is the main
rawback of the penalized methods. Roughly speaking, if a pen-
tration is detected, then a contact element is generated. The stiff-
ess of such element in the direction normal to the surface is set to
very high value compared to the material stiffness of the con-

acting bodies. Observe that, to get zero penetration and fully
atisfy the impenetrability constraint imposed by the contact con-
ition, an infinite value should be given to the penalty parameter.
his is not possible and it can be demonstrated that the maximum
alue that can be used corresponds to the maximum eigenvalue of
he final system of equations to be solved. In many occasions, this
alue is not large enough to prevent penetration and if one tries to
ncrease it, then locking of the solution occurs.

The augmented Lagrangian algorithm is possibly the most used
olution to overcome this problem, enabling the use of lower val-
es for the original penalty parameter. It can be observed in Figs.
�a� and 7�a� how the augmented Lagrangian method has a better
erformance to achieve the converged solution using lower values
or the penalty parameter. On the other hand, Fig. 7�b� clearly
resents the weakness of the method in terms of CPU time. Aug-
ented Lagrangian is two or three times slower than the standard

enalty method. Hence, even if the choice of a correct penalty

Fig. 7 Contact benchmarkcomparison between penalty and
contact penetration to satisfy contact impenetrability constra

Fig. 8 Cylindrical aluminum solidifi
tal apparatus and location of bo

transductors

ournal of Heat Transfer
parameter is less problematic, the CPU time increases signifi-
cantly. According to the experience of the authors, this method is
not efficient for large-scale computations.

Thermomechanical Solidification Benchmark. This example
is concerned with the solidification process of a cylindrical alumi-
num specimen in a steel mould. The main goal of this benchmark
is to show the accuracy of the full coupled thermomechanical
contact model proposed for a solidification analysis. The numeri-
cal results have been compared to the experimental values in Ref.
�19�. The experiment consists of the solidification of commer-
cially pure aluminum into an instrumented mould. Thermocouples
have been placed in the mould wall and in the mould cavity. The
thermocouple locations are shown in Fig. 8. Two quartz rods were
inserted into the mould to measure both the displacement of the
solidifying cylinder and the mould expansion. The geometry of
the problem is shown in Fig. 8. The starting conditions assumed
for the numerical simulation consider a completely filled mould
with aluminum in the liquid state at a uniform temperature of
670°C, and an initial temperature of the mould was set to 200°C.
A thermoelastic constitutive model has been used to simulate the
material behavior of both the aluminum casting and the steel
mould. The external surfaces of the mould as well as the upper
surface of the casting metal have been assumed perfectly insu-

e augmented Lagrangian methods: „a… convergence of the
when increasing the penalty parameter and „b… CPU time

on test; geometry of the experimen-
thermocouple and displacement
th
cati
th
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ated. A constant heat transfer coefficient by conduction hcond
2300 W /m2 s has been assumed as the limit value of the
onvection-radiation heat flux existing between the aluminum part

Fig. 9 Cylindrical aluminum solidification test; tempe

Fig. 10 Comparison between computed and experiment

surface, and mould surface, respectively

61301-8 / Vol. 130, JUNE 2008
and the steel mould as a function of the open air gap �Fig. 9�.
Figure 10 shows the temperature evolution at the casting center,

casting surface, and mould surface compared to the experimental

ure evolution: „a… 10 s, „b… 20 s, „c… 40 s, and „d… 90 s

values of the temperature at the casting center, casting
al
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ata. Figure 11 shows the evolution of the radial displacements for
oth casting and mould surfaces. The difference between the two
urves corresponds to the evolution of the open air gap. Tempera-
ure and air gap evolutions predicted by the model compare very
ell with the experimental results demonstrating the accuracy of

he thermomechanical model presented �20,21�.

Foundry Simulation of an Aluminum Motor Block. The final
umerical simulation is concerned with the solidification process
f an aluminum motor block in a steel mould. Geometrical and
aterial data were provided by the TEKSID Aluminum Foundry
ivision. The full mesh, including the mould, consists of 580.000

etrahedral elements. The aluminum material behavior has been
odeled by the fully coupled thermoviscoplastic model, while the

teel mould behavior has been modeled by a simpler thermoelastic
odel. The initial temperature is 700°C for the casting and is

00°C for the mould. The cooling system has been kept at 20°C.
he temperature evolution as well as thermal shrinkage during
olidification are shown in Fig. 12. Figure 13 shows the tempera-
ure, von Mises deviatoric stresses, and equivalent plastic strain
istributions.

Fig. 11 Comparison between computed and
on the casting surface and mould surface, r

Fig. 12 Temperature and shrinkage evolution „plane xy…

ig. 13 „a… Temperature, „b… J2 von Mises, and „c… plastic

train distributions

ournal of Heat Transfer
Concluding Remarks
In a foundry analysis, many casting tools must be represented.

Nowadays, the mesh discretization that can be adopted for the
computation in a standard PC is, unfortunately, generally too
coarse. Very few elements can be placed in the thickness of the
casting, especially if HPDC processes must be simulated. The low
capability to capture the high temperature gradients, the solidifi-
cation process, as well as the contact interaction makes an accu-
rate simulation difficult to achieve. Moreover, the complexity of
the CAD geometry obliges the use of tetrahedral elements induc-
ing high numerical stiffening in the solution. This problem is aug-
mented when the incompressibility constraint is enforced as in the
case of liquidlike behavior or J2-plasticity constitutive law.

The nonsmooth description of the contacting surfaces is another
consequence introduced by the mesh discretization: The normal
vector to the surface is nonunivocally defined and in the case of
coarse meshes, the contact reaction field is not uniformly spread.

Furthermore, the use of large time steps as well as the loss of
constraint induced by the shrinkage effect of the casting make the
analysis highly nonlinear.

The thermomechanical contact plays an extremely important
role in a casting analysis, driving the solidification and the follow-
ing cooling phase. A novel definition of the heat transfer coeffi-
cient for purely thermal analysis has been proposed. On the other
hand, the dependency on mechanical quantities such as the contact
pressure or the open air gap makes the difference when selecting
the contact algorithm to correctly represent the mechanical con-
straint.

Nomenclature
� � stress tensor

p ,s � hydrostatic and deviator parts of the
stress tensor

H � enthalpy
Qrad � heat flux by radiation

Qclosed, Qopen � heat flux at the contact interface �closed-
and open-gap models�

hclosed, hopen � heat transfer coefficients �closed- and

perimental values of the radial displacement
ectively
ex
open-gap models�
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R

0

Tmould, Tcast, Tenv � mold, casting, and environment
temperatures

tn � contact pressure
gn � normal gap �open air gap�
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Flow Boiling of R134a and
R134a/Propane Mixtures at Low
Saturation Temperatures Inside a
Plain Horizontal Tube
Local heat transfer coefficients for flow boiling of pure 1,1,1,2-tetrafluoroethane (R134a)
and binary mixtures of propane (R290) and R134a were measured. The experimental
setup employed a vapor heated plain horizontal tube (di�10 mm, do�12 mm, L
�500 mm). The measurements covered a wide range of saturation temperatures �233
�Ts�278 K�, mass fluxes �100� ṁ�300 kg /m2 s�, qualities �0� ẋ�1�, and concen-
trations �0� z̃�0.65�. In the zeotropic region of R134a/R290 mixtures, the measured
local heat transfer coefficient was found to show a maximum decrease by a factor of 2
relative to that for pure R134a. At the azeotropic point (65% R290), it was found to
increase by a factor of 1.2. The measured local heat transfer coefficients for both R134a
and R134a/R290 were compared with a number of correlations.
�DOI: 10.1115/1.2897345�

Keywords: flow boiling, R134a, propane, mixture
Introduction
The reduction in chlorofluorocarbon �CFC� and hydrochlorof-

uorocarbon �HCFC� production and the scheduled phaseout of
hese ozone depleting refrigerants prompted the development and
haracterization of new environmentally safe refrigerants for use
n air-conditioning and refrigeration equipments. The most suc-
essful, to date, has been the development of 1,1,1,2-
etrafluoroethane �R134a� as a substitute for dichlorodifluo-
omethane �R12�. R134a has similar saturation pressure and
oefficient of performance �COP� as R12 �1�. Several zeotropic
nd azeotropic mixtures resulting in vapor pressure and COP simi-
ar to R22 have been identified. Among them, propane �R290�/
134a mixture is a possible substitute to R22 �2�. R134a/R290
ixture possesses an azeotropic point at 65 mol % R290 �3�. The

zeotropic mixture of R134a/R290 has a higher COP and capacity
han R22. Incorporation of a natural fluid typically has the addi-
ional advantage of making mixture soluble for mineral oil. Of
ourse, the disadvantage of using high percentage of hydrocarbon
n any mixture is that it is likely to be flammable. Besides envi-
onmental and safety considerations and thermodynamic proper-
ies, flow boiling heat transfer characteristics play an important
ole in the selection of the substitute refrigerant. That is to say, if
he heat transfer characteristic of an alternative refrigerant does
ot deviate too much from that of a reference fluid, a maximum
etrofitting would be possible without major changes in the com-
onent design and the manufacturing process.

Experimental data and calculation methods are available for
hermodynamic properties, but there is a limited number of pub-
ications on heat transfer characteristics of newly developed re-
rigerants and their mixtures.

Kattan et al. �4� carried out extensive measurements on flow
oiling of R134a, R502 �azeotropic mixture of R22 and R115�,
404A �near-azeotropic mixture of R125/R134a/R143a�, and

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 5, 2007; final manuscript re-
eived July 17, 2007; published online April 23, 2008. Review conducted by Yogesh

aluria.

ournal of Heat Transfer Copyright © 20
R402A �azeotropic mixture of R22/R290/R125� at a saturation
pressure of 0.27 MPa. They employed water as a heating medium.
They used their data and developed a flow pattern map and a
correlation for the prediction of heat transfer coefficient.

Wettermann �5� measured the local heat transfer coefficients of
R134a, R846, and R134a/R846 mixtures at moderate to high satu-
ration pressure �0.4–3.24 MPa� on electrically heated plain cop-
per and nickel horizontal tubes. His study aimed to investigate the
influence of mass flux, heat flux, pressure, flow patterns, and other
parameters on the flow boiling heat transfer coefficient. Other
investigations on R134a include among others the work of Eckels
et al. �6� at moderate saturation pressure.

With reference to predictive models for pure component heat
transfer coefficient, there exist a number of empirical and semi-
empirical correlations. These include the models of Steiner �7�,
Shah �8�, Gungor and Winterton �9�, Kandlikar �10�, and Kattan et
al. �11�, to mention a few. All these correlations were developed
based on superimposition of two main flow boiling mechanisms,
namely, nucleate boiling and forced convection �12�.

Figure 1 shows comparison between a number of predictive
models for the heat transfer coefficient and previous experimental
data.

In contrary to the flow boiling of pure substances, there exist
only limited works in the open literature in the field of flow boil-
ing of mixtures. These works are not listed in the present work;
nevertheless, reference is to be made to Collier and Thome �13�.
The existing works were on horizontal and vertical tubes of cop-
per, nickel, and stainless steel. As in the case for pure substances,
most of the available experimental works are for mixtures of old
refrigerants. Furthermore, most of the available pure component
predictive models are used for mixtures with some modifications.

2 Experimental Setup
Figure 2�a� shows a schematic representation of the experimen-

tal setup. It composed of three loops, namely, a test loop carrying
the tested refrigerant, secondary evaporator providing the hot util-
ity, and refrigeration cycle for cold utility.

2.1 Test Loop. The locus of the test loop is indicated by the

thick solid line in Fig. 2�a�. It consisted of test section �TS�,

JUNE 2008, Vol. 130 / 061501-108 by ASME
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ondenser �HE1�, storage tank �T1�, second condenser �HE2�,
ositive-displacement pump �P1�, two sets of preheaters �H1,…,6
nd H7,…,10�, and two sight glasses �SG1 and SG2�. The refrig-
rant �in liquid state� in the storage tank T1 was pumped into the
est loop using positive-displacement pump P1. At the negative
uction side of the pump, a plate-type subcooler HE2 was in-
talled. This was made to avoid cavity. The pump produced a
onstant volume flow of refrigerant. To control the flow rate into
he test loop as well as to provide the minimum flow rate neces-
ary for cooling and lubrication the pump, a bypass line was in-
talled. The bypass line diverted a certain portion of flow and
eturned back to the storage tank T1. At the upstream of the first
et of preheaters H1,…,6, the temperature, pressure, and mass
ow rate of the incoming subcooled refrigerant were measured.
nowledge of these parameters facilitates the calculation of en-

halpy at the inlet of the test loop, which is required for the deter-
ination of vapor quality. Heat was added to refrigerant as it
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†4‡ experimental data.
Fig. 2 „a… Experimental setup and „b… test section
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passed through the two sets of preheaters, H1,…,6 and H7,…,10.
This was made to bring the refrigerant to the desired vapor qual-
ity, temperature, and pressure at the inlet of the test section. Be-
fore it entered into the test section, the temperature, and pressure
of the refrigerant were measured. At the outlet of the test section,
the temperature and pressure drop were also measured. Parallel to
the temperature and pressure measurements, the prevailing flow
patterns at the inlet and outlet of the test section were observed at
sight glasses SG1 and SG2. The two phase refrigerant leaving the
test section was then condensed and returned to storage tank. The
condenser HE1 was a plate-type heat exchanger. The cold utility
needed for condensation and subsequent subcooling of the refrig-
erant leaving the test section was realized by a two-stage vapor
compression refrigeration cycle with R507 as a working refriger-
ant. The refrigeration unit has a cooling rate in the range from
10 kW �223 K� to 25 kW �273 K�. The thermal losses to the sur-
rounding from the pipes and apparatus except the sight glasses
were minimized using Armaflex foam as insulation.

The test section consisted of two horizontal concentric pipes
�Fig. 2�b��, similar in configuration to double pipe heat exchanger.
The inner tube was made of stainless steel �di=10 mm, do
=12 mm, L=500 mm�. It was instrumented with a number of
nickel-chrome thermocouples along its length at three axial loca-
tions �Sections I, II, III in Fig. 2�b��. At each axial location, ther-
mocouples were distributed at the top, bottom, left, and right hand
sides of the tube. The thermocouple was soldered in a 0.5 mm
deep groove at the external surface of the tube.

The outer tube was provided with three inlet ports for the in-
coming vapor �hot utility� and one port at the bottom for the
condensate leaving the test section. The refrigerant temperature
and pressure at the inlet and outlet of the test section as well as the
pressure drop across the test section were measured.

2.2 Secondary Evaporator. The purpose of the secondary
evaporator was to provide the necessary hot utility for evaporating
the test refrigerant. Figure 3 shows a schematic presentation of the
secondary evaporator. Ammonia vapor, being having high latent
heat of evaporation � relative to other refrigerants, was used as a
hot utility. It was generated in a cylindrical-shaped stainless steel
container �300��71.0 mm�, with a liquid charge of more than
50 vol %. The liquid container was equipped with two 1 kW rod-
type electric immersion heaters. The power to the electric heaters
was supplied from a variable resistance regulated transformer. The
ammonia vapor was condensed at the external of tube and re-

ality
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relations with the experimental data
†8‡; –··–, Gungor and Winterton †9‡;
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Measurements and Uncertainties
The standard uncertainty is the positive square root of the esti-
ated variance. The individual standard uncertainties are com-

ined to obtain the expanded uncertainty. The expanded uncer-
ainty is calculated from the low of propagation of uncertainty. All

easurement uncertainties are reported for a 95% confident inter-
al except where specified otherwise.

The nickel-chrome thermocouples were calibrated against a
tandard platinum resistance thermometer �SPRT�. SPRT was cali-
rated by Physikalisch Technischen Bundesanstalt �PTB� to an
xpanded uncertainty of 1.5 mK. For the reference junction tem-
erature, a quartz thermometer, which was calibrated with a dis-
illed ice bath, agreed with SPRT to within 0.004 K. The mea-
ured thermocouple electromotive force �EMF� was regressed to
he reference SPRT temperature as

T = a + bV �1�

he standard uncertainty UT is calculated from the law of propa-
ation of error as

UT = �AT
2 + CT

2 + PT
2 �2�

here AT is the data acquisition error, CT is the calibration error,
hich is the SPRT error, and PT is the precision error, which is
efined in accordance with DKD �14� as

PT =
t�,95%�

�N
�3�

here t is the student test at 95% confidence, � is the standard
eviation, N is the number of data points, and � is the degree of
reedom �=N−1.

Example 1. The calibration equation of one of temperature sen-
or used in this work was

T = − 0.501147 + 1.009014V �4�

ith �=0.083 K and N=18.

• Estimation of precision error PT. Using Adunka’s �15� table,
the student test was estimated t17,95%=2.11. Hence, Eq. �3�
yields PT=42.422 mK.

• Data acquisition error AT. The data acquisition error was
taken as that supplied by the manufacturer of the corre-
sponding multimeter, “hybridrecorder Yokogawa HR 3760.”
It has a “quoted” uncertainty of ��0.05% of reading
+2 mV� for V�50 V. This was converted, in accordance
with 95% confidence limit for an output voltage of
40.139 V, which corresponds to 313 K �DKD �14��, into

AV =
0.05 � 40.139 � 10−2 + 2 � 10−3

�3
V = 12.742 mV

�5�

Pel

outlet inlet

NH3 steam

boiler

co
nd

en
sa

te

test
tube

concentric pipe
(test section)

ig. 3 Secondary evaporator loop for heating the test section
hence,
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AT =
�T

�V
AV �6�

With the partial derivative �T /�V evaluated using Eq. �4�,
the data acquisition error AT is 12.857 mK.

• Calibration error CT. The calibration error was taken as that
for SPRT error CT=1.5 mK.

• Standard uncertainty UT,

UT = �42.4222 + 12.8572 + 1.52 = 44.353 mK �7�

The pressure was measured using a high precision DMS �deh-
nungsmesstreifen �strain-gauge�� pressure transducer with an un-
certainty of 0.1%. The pressure drop was also measured with a
DMS-differential pressure transducer with an uncertainty of 0.1%.
The voltage was measured using Keithley voltmeter with an error
of 0.2% according to manufacturer.

4 Data Reduction
For flow boiling in a horizontal tube, the local heat transfer

coefficient at the axial position z is

h�z� =
q̇i�z�

Twi�z� − Ts�z�
�8�

where Ts�z� is the saturation temperature for pure refrigerant or
the bubble point temperature for mixture at the axial position z.
The local heat flux is

q̇i�z� =
Q̇�z�

Ai
�9�

where Ai is the heat transfer area based on the inside diameter.
In the present study, measurement of the local heat flux was not

possible. Therefore, q̇�z� was calculated using Nusselt’s theory of
film condensation. However, to compensate for Nusselt’s ideali-
zation, the heat flux predicted using Nusselt model was corrected
as

q̇�z� = q̇Nu�1 + az� �10�

where q̇Nu is the arithmetic mean of the local heat fluxes at Sec-
tions I, II, III in Fig. 2�b�. They were calculated using Nusselt
theory. The constant a was determined by balancing the calculated
heat load with the measured one. The total heat load supplied to
the test tube is

Q̇tot = �do�
0

L

q̇�z�dz �11�

Hence

a =
2Q̇tot

�doq̇NuL
2 −

2

L
�12�

where

Q̇tot = Pel − Q̇loss �13�

where Pel is the electrical power supplied to vaporize ammonia.
The heat loss to the surrounding was estimated to be less than 5%.

The inside wall temperature was calculated from the measured
outside wall temperature Two�z� utilizing a one dimensional steady
state conduction equation as

Twi�z� = Two�z� −
ro

k
q̇ ln� ro

ri
� �14�

where ri is the inside radius of the tube and ro is the outside radius
of the tube taking into account the thermocouple thickness. k is

the thermal conductivity of the tube. Tw,o�z� was taken as the

JUNE 2008, Vol. 130 / 061501-3
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rithmetic mean of the four measured outside wall temperatures
round the tube at the axial location z �16�.

It should be noted that the above conduction model is for ho-
ogeneous material, while in the present work, a thermocouple
as embedded in the pipe wall and the thermal conductivity of the

hermocouple is different from the base tube �inhomogeneous�.
he error due to heat conduction in the thermocouple is generally
stimated to be well below 0.01 mK �17,18�.

For pure R134a and azeotropic R134a/R290 mixtures, the satu-
ation temperature was calculated using the fundamental equation
f state of Tillner-Roth and Baehr �19� and Tillner-Roth �20�,
espectively. The quality at the inlet of the test section was calcu-
ated assuming thermodynamic equilibrium as

ẋi =
h�pi,Ti� − hf�Ti�
hg�Ti� − hf�Ti�

�15�

here the subscript i signifies the inlet of the test section. hf and
g are the saturated liquid and vapor enthalpies, respectively. They
ere calculated using the above mentioned fundamental equation
f states. The bulk enthalpy at the inlet of the test section h�pi ,Ti�
as obtained from the first law of thermodynamics applied to

teady state flow process with negligible potential and kinetic en-
rgy as

h�pi,Ti� = h�T1,p1, z̃� + 	
i=1

10

Q̇i/Ṁ �16�

here Q̇i is the heat supplied to the preheater i. Ṁ is the mass flow
ate. T1, p1, and z̃ are the temperature, pressure, and concentration
t the inlet of the first preheater, respectively. To be remembered is
hat the fluid condition at the inlet of the first preheater in the test
oop was at a subcooling state. The change in the vapor quality
cross the test section is

�ẋ =
Q̇tot

Ṁ�
�17�

he quality at the axial position z in the test tube was calculated
ssuming linear variation as

ẋ�z� = ẋi +
z

L
�ẋ �18�

For the case of zeotropic mixture, the vapor quality as well as
he molar compositions were calculated using flash model coupled
ith bubble point calculation. The present formulation for the
rediction of molar compositions was validated, as shown in Fig.
. Here, the symbols represent vapor liquid equilibrium �VLE�
ata of Kleiber �21�, and the solid lines represent the calculated
ubble point using the above mentioned fundamental equation of
tate. The results give an average deviation of 0.017 vapor mole
raction ỹR290.

Results

5.1 Heat Transfer Coefficient

5.1.1 Pure R134a. Local heat transfer coefficients are reported
or pure R134a. Figure 5 depicts the flow boiling data for R134a
t ṁ=200 kg /m2 s and Ts=of 263 K �0.2 MPa� for a wide range
f vapor qualities �0� ẋ�1�. The observed flow pattern parallel
o the measured local heat transfer coefficient is shown schemati-
ally in the lower part of Fig. 5. Also shown are the “theoretical”
onvective and nucleate boiling heat transfer coefficients and their
ombined contribution. Both the convective hc and the nucleate
oiling hn heat transfer coefficients were predicted using Steiner
7� correlation �Appendix�. Their combined contribution was cal-

ulated using the asymptotic model of Steiner �7� as

61501-4 / Vol. 130, JUNE 2008
h = �3 hc
3 + hn

3 �19�

The following observations are drawn from Fig. 5.

1. The measured local heat transfer coefficient increases with
vapor quality until it reaches a peak Point E followed by a
sharp falloff. The variation of the slope of the local heat
transfer coefficient with respect to the vapor quality may be
attributed to the change in the flow patterns and the different
boiling mechanisms �nucleate and convective� encountered
in evaporation.

2. In the early stage of evaporation �ẋ	0.1�, the measured heat
transfer coefficient matches very well with the predicted
nucleate boiling curve �centered line� and deviates widely
from the convective curve �dotted line�. As can be seen in
the lower part of Fig. 5, the observed flow pattern that cor-
responds to this region is identified as bubbly flow. In the
bubbly flow pattern region, nucleate boiling is generally
known to be the dominant mechanism of flow boiling.

3. In the region 0.1� ẋ�0.65, the measured local heat transfer
coefficient matches very well with the calculated combined
contribution of nucleate and convective boiling �solid line�.
In this region, the observed flow patterns varied from strati-
fied wavy to annular flow pattern. Under these flow patterns,
both boiling mechanisms �convective and nucleate� are
known to be active.

4. In the region near to the dryout, just before the onset of the
dryout �Point E� causes a deterioration, the heat transfer co-
efficient shows an enhancement by a factor of 1.1–1.25. This
factor is defined as the ratio between the measured local heat
transfer coefficient and the ideal one at the vapor quality ẋE.
The ideal heat transfer coefficient is defined as that it would
have been obtained if the slope of the measured local heat
transfer coefficient remained constant up to Point E.

5. Beyond Point E, the local heat transfer coefficient drops
sharply. This is due to the partial dryout. That is to say, the
convective local heat transfer coefficient, averaged around
the perimeter of the tube, is lower than that if the entire
perimeter were covered by liquid.

Similar results are shown in Fig. 6 at various mass fluxes, heat
fluxes, and saturation temperatures. The overall trend of the mea-
sured local heat transfer coefficient for a wide range of vapor
qualities 0� ẋ�1 is in line with the earlier investigations reported
by Kattan et al. �4� �see Fig. 1�, Kabelac and de Buhr �16�, and
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5.1.2 Mixture. Figure 7 shows the local heat transfer coeffi-
ient for R134a/R290 mixtures at ṁ=100 kg /m2 s, ẋ=0.2, and
=2 bars. As an illustration, a T− x̃ , ỹ phase diagram and a con-
entration difference diagram are shown in the left hand side and
he upper part of Fig. 7, respectively. Also shown are the theoret-
cal convective and nucleate boiling heat transfer coefficients and
heir combined contribution. The nucleate boiling was calculated
sing Schluender �22� model, which is

hn

hn,id
= 
1 +

hn,id

q̇
�ỹ1 − x̃1��1 − exp�−

Boq̇


L�L�
��−1

�20�

ue to the fact that R134a/R290 mixture possesses liquid-liquid
mmiscibility at low temperatures, the diffusion effect was also
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considered in the convective boiling. Thus, the convective boiling
was modeled similar to the nucleate boiling �Eq. �20�� with hc
replaces hn. The combined heat transfer coefficient h was calcu-
lated using Eq. �19�.

It can be seen �Fig. 7� that both the concentration and the con-
centration difference have strong influence on the local heat trans-
fer coefficient. That is to say, in the region prior to the azeotropic
point, the local heat transfer coefficient decreases with increasing
concentration until it reaches a minimum point, then increases
toward the azeotropic point. The same cycle is repeated in the
region beyond the azeotropic point. The minimum corresponds to
the point where the concentration difference �ỹ− x̃� is maximum.
Schluender �22� postulated that the reduction in the mixture heat
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ransfer coefficient relative to that for pure components of the
ixture is caused by the additional resistance of mass transfer.
he resistance to mass transfer is represented by the concentration
ifference �ỹ− x̃�. The preferential evaporation of the more volatile
omponent R290 is an additional factor to degrade the mixture
eat transfer coefficient.

Besides the strong influence of concentration and concentration
ifference on the local heat transfer coefficient of R134a/R290,
urther observations may be drawn from Fig. 7.

1. The mixture local heat transfer coefficient is smaller than the
ideal heat transfer coefficient. The ideal heat transfer coeffi-
cient is indicated by the dotted line in Fig. 7. In the ideal
case, the heat transfers only by two mechanisms �convective
and nucleate�; however, in reality, there is additional resis-
tance due to mass transfer �diffusion�. As the concentration
difference increases, the diffusion resistance increases,
yielding lower heat transfer coefficient relative to the ideal
one.

2. The maximum concentration difference �ỹ− x̃� occurs at a
mole fraction of 12% R290. At this point, the mixture heat
transfer coefficient decreases by a factor of 2 relative to that
for pure R134a and by a factor of 2.5 relative to the theo-
retical value of pure R290. This is attributed to the maxi-
mum diffusion resistance and preferential evaporation of the
more volatile component R290 as explained above.

3. The local heat transfer coefficient increases toward the azeo-
tropic point. At this point, it is enhanced by a factor of 1.2
relative to that for R134a. However, it is degraded by a
factor of 1.2 relative to the theoretical value of R290. This
may be attributed to the fact that at the azeotropic point, the
mass diffusion diminishes �ỹ− x̃ � →0 �similar to pure com-
ponent� and hence the resistance to heat transfer decreases.
In addition, there is no preferential evaporation at the azeo-
tropic point.

4. The measured local heat transfer coefficient for R134a/R290
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mixture �triangle symbol� matches very well with the locus
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of the calculated local heat transfer coefficient �solid line�.
However, it lays slightly away from the locus of the nucleate
boiling curve �dashed line� and wide away from the locus of
the convective boiling curve �centered line�. This suggests
that for this particular set of data, the local heat transfer
coefficient may not be convective dominated boiling. It may
be either for nucleate dominated boiling or a combination
�interaction� of both boiling mechanisms. Bearing in mind
that this particular set of data was obtained at relatively low
mass flux �100 kg /m2 s� and quality �0.2�, hence low Rey-
nolds number. Additionally, most of the observed flow pat-
terns, at this particular set of data, were identified with strati-
fied to wavy flow patterns. Under these flow boiling
conditions, the domination of the nucleate boiling may be
justified.

Figure 8 shows the influence of mass flux on the local heat
transfer coefficient for R134a/R290 mixtures. The solid line rep-
resents the calculated local heat transfer coefficients by Eq. �19�.
It is clear that there is a significant effect of the mass flux on the
local heat transfer coefficient; the local heat transfer coefficient
increases with mass flux. Furthermore, the influence of mass flux
on the local heat transfer coefficient increases with the mole frac-
tion of more volatile component R290. For example, at a mole
fraction of 18% R290, the difference between the local heat trans-
fer coefficients at 200 kg /m2 s and 100 kg /m2 s does not exceed
0.5 kW /m2 K and that at the point of azeotropic is about
1.0 kW /m2 K. This is attributed to the dependency of mass trans-
fer coefficient on mass flux, analogous to heat transfer coefficient.

5.2 Comparison With Correlations. As indicated in the lit-
erature review, R134a is a widely accepted substitute for R12, and
R134a/R290 mixture is a possible substitute for R22. Therefore,
the validity of the existing correlations for the prediction of the
local flow boiling heat transfer coefficient for pure R134a and
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5.2.1 Pure R134a. In the present work, five correlations were
tted to R134a experimental data. These are Steiner �7�, Kattan et
l. �11�, Kandlikar �10�, Gungor and Winterton �9�, and Schrock
nd Grossmann �23� correlations. It should be noted that these
orrelations are valid only in the region prior to the point of dry-
ut, prior to critical quality ẋc. Thus, all data points at dryout and
eyond �ẋ� ẋc� are excluded. Table 1 summarizes the mean error
nd the standard deviation associated with each correlation. Addi-
ionally, the number of data points that falls within an error band
f �30% is also indicated. The total number of data points is
round 3�330 �i.e., 330 test runs at each of the heat transfer
oefficient were measured at three axial positions along the test
ube�. All correlations predict R134a data with a mean error of
ess than 30%. However, Gungor and Winterton �9� and Schrock
nd Grossman �23� predict less number of data points �data points
ithin a band of error of less than 30%� relative to other correla-

ions. This may be attributed to low saturation temperatures �24�.
s an illustration, Fig. 9 shows the result of comparison between

he calculated and the measured R134a data.

5.2.2 R134a/R290 Mixtures. In the present study, three corre-
ations were fitted to the experimental data. These are Steiner �7�,
ung et al. �25�, and Kandlikar �26� correlations. Table 2 summa-
izes the deviation associated with each correlation. The total
umber of data points is around 3�800.

Figure 10 shows comparison between the measured and the
alculated local heat transfer coefficient for R134a/R290 mixtures
sing Steiner �7� correlation as an illustration. Generally, the cor-
elations give a higher error for mixture relative to pure compo-
ents, while Steiner �7� correlation gives the best fit to R134a/
290 data. This may be attributed to the fact that the correlations
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able 1 Comparison of five different correlations with flow
oiling experimental data of pure R134a

orrelation

Mean
error
�%�

Standard
deviation

�%�

Data points
within an error
band of 30%

teiner �7� 15.48 28.05 89.20
attan et al. �11� 21.58 32.56 70.53
andlikar �10� 17.99 25.50 80.50
ungor and
interton �9�

20.96 28.85 69.71

chrock and
rossmann �23�

28.54 35.48 50.62
ournal of Heat Transfer
are basically developed for pure components and modified for
mixtures. That is to say, the diffusion effect was not taken into
account in the original formulation. In addition, some of the cor-
relations do not account for the diffusion effect in the convective
part particularly for liquid-liquid immiscible mixture as
R134a/R290.

More detailed comparison is also made by dividing the data
into zeotropic region and azeotropic point, as shown in Fig. 11.
Clearly, Steiner �7� correlation gives a better accuracy for azeo-
tropic �z̃=0.65� data than the zeotropic one �0	 z̃	0.65�. This
may be attributed to the complete suppression of the diffusion
effect at the azeotropic point. The relatively high mean error as-
sociated with Steiner’s correlation in the zeotropic region may be
attributed to the high level of uncertainty associated with the pre-
diction of the mixture transport properties.

6 Conclusion
Flow boiling heat transfer coefficients for R134a and R134a/

R290 were measured for a wide range of parameters.

• For R134a, the results of the measurements were found to

h exp

h
ca

lc

1

10

1 10

R134a

Exact
+30 %
- 30 %

Fig. 9 Comparison of experimental data with Steiner †7‡ cor-
relation for pure R134a

Table 2 Comparison of three different correlations with ex-
perimental data of R134a/R290 mixtures

Correlation

Mean
error
�%�

Standard
deviation

�%�

Data points
within an error
band of 30%

Steiner �7� 24.39 27.61 76.43
Jung et al. �25� 37.63 54.35 55.53
Kandlikar �26� 39.63 30.55 42.62

1

10

1 10

R134a/R290

h exp

h
ca

lc

Exact
+30 %
- 30 %

Fig. 10 Comparison of Steiner correlation with the experimen-

tal data for R134a/R290 mixtures
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confirm the dependency of the local heat transfer coefficient
on vapor quality, mass flux, heat flux, saturation tempera-
ture, and flow patterns.

• For R134a/R290 mixtures, the results of the measurements
revealed a significant effect of concentration, concentration
difference, and mass flux on local heat transfer coefficient.

• It was found that the addition of a small amount of propane
�12%� to R134a caused the local heat transfer coefficient to
decrease by a factor of 2 relative to that for pure R134a �see
Fig. 7�. The local heat transfer coefficient of azeotropic mix-
ture was found to increase by a factor of 1.2 relative to that
for pure R134a. This was attributed to the preferential
evaporation of more volatile component R290, hence in-
creasing the bubble point of mixture relative to that for pure
R134a.

• Most of the available correlations fitted R134a data with a
mean error of less than 30%.

• For R134a/R290 mixtures, the correlations produced a
higher mean error relative to pure R134a.
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omenclature
A � area �m2�, constant
cp � isobar specific heat �J/kg K�
d � diameter �m�
h � enthalpy �J/kg�, heat transfer coefficient

�W /m2 K�
k � thermal conductivity �W/m K�
L � length �m�

Ṁ � mass flow rate �kg/s�
ṁ � mass flux �kg /m2 s�
p � pressure �Pa�
Q̇ � heat flow rate �W�
q̇ � heat flux �W /m2�

Ts � saturation temperature �K�
Tw � wall temperature �K�
U � overall heat transfer coefficient �W /m2 K�
ẋ � quality
x̃ � liquid mole fraction
ỹ � vapor mole fraction
z � axial coordinate �m�
z̃ � bulk mole fraction

reek Symbols
� � mass transfer coefficient �m/s�
� � latent heat of evaporation �J/kg K�

0

20

40

0.0 0.2 0.4 0.6 0.8 1.0
Bulk composition, z~

R134a/R290

pure R134a

Point of azeotropicE
rr

or
%

ig. 11 Variation of the mean error with the bulk composition
f R134a/R290 mixtures
 � scaling parameter
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 � density �kg /m3�
� � standard deviation
� � void fraction
� � angle �deg�

Subscripts
c � convective, critical

calc � calculated value
el � electrical

exp � experimental value
f � saturated liquid
g � saturated vapor or gas
h � hydraulic
i � inside

id � ideal
lm � logarithmic mean

n � nucleate
o � outside, reference state
r � reduced
s � saturated

tot � total

Superscript
° � degree

Appendix: Steiner Correlation
Steiner �7� considered the two phase heat transfer coefficient h

as a combination of convective and nucleate part using an
asymptotic model as

h = �hc
3 + hn

3�1/3 �A1�

where hc and hn are the convective and nucleate boiling heat
transfer coefficients, respectively.

1 Convective Boiling Heat Transfer Coefficient
The convective boiling heat transfer coefficient for a com-

pletely wetted tube �i.e., all types of flow patterns except stratified
and stratified-wavy flow� is calculated as

hc

hL
= 
��1 − ẋ� + 1.2ẋ0.4�1 − ẋ�0.01� 
 f


g
�0.37�

+ �hG

hL
ẋ0.01�1 + 8�1 − ẋ�0.7� 
 f


g
�0.67��−2−0.5

�A2�

The heat transfer coefficients hL and hG are those of single phase
flow, assuming that the total mass velocity is pure liquid or pure
vapor, respectively. They are calculated in the case of a fully
developed turbulent flow using Gnielinski �27� model

Nu =
�f/8��Re − 1000�Pr

1 + 12.7�f/8�0.5�Pr2/3 − 1�
�A3�

where

Nu =
hd

k
�A4�

Re =
ṁd

�
�A5�

Pr =
cp�

k
�A6�

f = �1.82 log Re − 1.62�−2 �A7�
For partial wetting of the tube �stratified or stratified-wavy flow�,
the average heat transfer coefficient at the tube circumference un-
der the thermal boundary condition of a constant wall temperature

is given as

Transactions of the ASME
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hc = hwet�1 − � + hG �A8�

here  is the scaling parameter, hwet is the convective boiling
eat transfer coefficient at the wetted part of the tube and it is
alculated using Eq. �A2�, and hG is the heat transfer coefficient in
he dry part of the tube �nonwetted�. It is calculated using Eq.
A3� with Re and Nu defined as

ReG =
ṁẋdh

��g
�A9�

nd

Nu =
hGdh

kg
�A10�

he void fraction � is calculated using Rauhani �28� model as

� =
ẋ


g

�1 + 0.12�1 − ẋ��� ẋ


g
+

1 − ẋ


L
�

+
1.18�1 − ẋ��g��
 f − 
g��1/4

ṁ
 f
1/2 −1

�A11�

he hydraulic diameter of the vapor-occupied part of the tube
ross section is

dh = d� � − sin �

d + 2 sin��/2�� �A12�

here � is the stratified angle calculated iteratively from the fol-
owing relationship:

� = 2�� + sin � �A13�

ith the assumption that no bubbles in the liquid phase and no
ntrainment �holdup� in the vapor phase, the scaling parameter 
an be calculated as

 =
�

2�
�A14�

Nucleate Boiling Heat Transfer Coefficient
The nucleate boiling heat transfer coefficient hn is

hn

ho
= �Cf� q̇

q̇o
�n�pr�

F�pr�F�Ra�F�d�F�ṁ, ẋ� �A15�

here

F�pr� = 2.692pr
0.43 + � 1.6pr

6.5

1 − pr
4.4� �A16�

F�ṁ, ẋ� =
ṁ

ṁo

0.25�1 − pr
0.1� q̇

qcr,n
�0.3

ẋ� �A17�

q̇cr,n = 2.79q̇cr,0,1pr
0.4�1 − pr� �A18�

q̇cr,0.1 = 0.13�o
g,o
0.5��og�
 f ,0 − 
g,o��0.25 �A19�

F�Ra� = �Ra/Rao�0.133 �A20�

F�d� = �do/d�0.5 �A21�

n�pr� = 0.9 − 0.3pr
0.3 �A22�

Cf = 0.789� M̃

M̃H2

�0.11

�A23�

here M̃ is the molecular weight and M̃ =2.016.
H2

ournal of Heat Transfer
� = 
0.86 stratified flow

1 all other types of flow pattern


The reference parameters for the nucleate boiling heat transfer
coefficient for R134a and R290 are

ho q̇o Rao do

�W /m2 K� �W /m2� �m� �m�

R134a 3500 20,000 10−6 0.01
R290 4000 20,000 10−6 0.01
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Simultaneous Retrieval of Total
Hemispherical Emissivity and
Specific Heat From Transient
Multimode Heat Transfer
Experiments
Transient cooling experiments of a heated vertical aluminum plate with an embedded
heater, in quiescent air, were conducted for the simultaneous estimation of total hemi-
spherical emissivity and specific heat of the plate material. During cooling, the heat loss
from the hot plate by natural convection and radiation was taken into account. During
the experiments, plate temperatures were recorded at several locations using a data
acquisition system. A numerically computed transient response of the plate is then com-
pared with the experimentally known transient response to estimate the residual, the
minimization of which using Levenberg–Marquardt’s iterative procedure retrieves the
parameters pertinent to the problem. The experiments were conducted for three different
surface emissivities of the plate obtained by using suitable surface treatment. A consis-
tency test for the present approach was also done by conducting transient heating ex-
periments using the retrieved values of parameters and a comparison of simulated and
calculated natural convection heat transfer coefficients as a function of temperature. The
experiments have been performed over a temperature range of 320–430 K and a Ray-
leigh number range of 2�106–2�107. The emissivity values are in good agreement with
previous reported results. �DOI: 10.1115/1.2891221�

Keywords: emissivity, specific heat, simultaneous estimation, Levenberg–Marquardt’s it-
erative procedure, multimode heat transfer
ntroduction
The thermophysical properties, specific heat, and emissivity

ave significant roles in determining the thermal response in nu-
erous important engineering applications. Both these properties,

hough dependent on temperature, have been assumed to be con-
tants in the modeling of many applications because information
oncerning the variation of these properties with temperature is
ot always available.

Many different techniques are available for the measurement of
pecific heat of solids; among these, calorimetry based methods
re widely employed, because such methods are simple and inex-
ensive. An accurate knowledge of total hemispherical emissivity
hereafter referred to as emissivity� is a prerequisite for estimating
adiative heat transfer in applications such as solar energy utiliza-
ion, aerospace systems, and so on. The emissivity is dependent on
he wavelength, the temperature, and also on the chemical and
hysical state of the surface. The emissivity of surfaces can be
easured either directly or indirectly. The direct measurement
ethod requires measurement of the radiation emitted from a

ample at known temperatures. The indirect method, however,
mploys a measurement of the surface reflectivity that uses an
xternal source of radiation, and the emissivity is deduced by the
se of Kirchhoff’s law �1�. Numerous articles are available on
missivity measurement by conventional techniques. These are
xpensive and also require sophisticated instruments. Moreover, a

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 12, 2007; final manuscript re-
eived June 10, 2007; published online April 23, 2008. Review conducted by A.

aji-Sheikh.

ournal of Heat Transfer Copyright © 20
major requirement of many of these techniques is the maintenance
of vacuum to eliminate other modes of heat transfer. However,
recently, Krishnan et al. �2� proposed a novel method for estima-
tion of emissivity by conducting experiments on a system cooling
in quiescent air, subjected to multimode heat transfer.

A few studies have been reported �3–5� on simultaneous mea-
surement of specific heat and emissivity, and these studies were
based on the transient calorimetric method, which inherently de-
mands large investment in terms of money and infrastructure. A
method based on pulse self-resistive heating was reported by
Cezairliyan �3� for the multiple measurements of thermophysical
properties of electrically conducting solid metallic substances in
the range from 1500 K to the melting point of the sample. Masuda
and Higano �4� described a transient radiation calorimetric tech-
nique for the measurement of total hemispherical emissivity.
Sasaki et al. �5� extended the same technique for the simultaneous
estimation of specific heat and total hemispherical emissivity, de-
duced from the temperature time curve of two specimens, one of
which is a standard metallic material whose specific heat and
emissivity have been measured accurately and the other one is the
metallic material whose property values are to be estimated. More
recently, Tanda and Misale �6� used the principle of transient calo-
rimetry to estimate emissivity from energy balance at steady state
and the specific heat from the transient response of the sample
while cooling. From the viewpoint of the physics of the problem,
transient radiation calorimetric technique is simple to handle due
to the presence of only one mode of heat transfer but requires
heavy expenditure in view of the requirement of a vacuum. How-
ever, in a transient cooling method involving more than one mode
of heat transfer, the simultaneous estimation of specific heat and
emissivity is much more difficult to resolve, unless the variation

of problem specific parameters, other than specific heat and emis-

JUNE 2008, Vol. 130 / 061601-108 by ASME
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ivity, with temperature is carefully taken into account. This paper
resents a simple and efficient method for the simultaneous re-
rieval of emissivity and specific heat of metallic substances from

ultimode transient heat transfer experiments by an effective and
udicious combination of experimental and numerical techniques.

xperimental setup
The experimental setup essentially consists of a heated vertical

late �hereafter called test plate� freely suspended from two par-
llel stainless steel rods �6 mm��, arranged across the test section,
sing two Teflon® rods �3 mm�� attached to both ends of the top
dge of the test plate. The use of Teflon® rods minimizes the
onduction losses from the test plate. With a nut and screw ar-
angement made on both ends of each stainless steel rod, the test
late can be positioned exactly along the longitudinal midplane of
he test section. The upper end of each Teflon® rod carries a
imilar arrangement by which perpendicularity of the test plate
ith respect to the horizontal plane can be achieved. The test plate

s attached to the lower end of the Teflon® rods through small
mm thickness steel strips. The test plate is made of an assembly

f two aluminum plates of dimensions 150�250�3 mm with a
at heater sandwiched between them. The flat heater is formed by
inding a Nichrome wire over a mica sheet and the same is elec-

rically insulated from the unexposed side of the aluminum plates
y using mica sheets. The two halves of the test plate are joined
ogether by means of fastening screws and nuts. Proper seating of
astening screws and nuts is ensured by countersinking the holes,
nd thus any possibility of occurrence of local turbulence due to
rotrusions is eliminated. The chamfering operation done on the
ottom edge of the test plate ensures smooth and free gliding of
reestream air over the test plate. The volume ratio of the test plate
o the test section is 9�10−5, and therefore the test plate is treated
s a small object placed in a large enclosure. With a view to
nsure a disturbance free environment inside the test section, the
est section is provided with a wire mesh and perforated wooden
anel, respectively, at the inlet and exit of the test section. The
ire mesh and the perforated wooden panel are arranged at dis-

ances of 30 cm and 45 cm, respectively, from the bottom and top
dge of the test plate.

The temperatures at different locations of the test plate �Fig. 1�
re recorded by using ten “K-type” �36 AWG� stainless steel
heathed thermocouples, five on each aluminum plate, fixed to the
lates, using highly conducting copper cement. The ambient tem-
erature is measured by a separate K-type thermocouple kept in-

ig. 1 Schematic of the experimental setup for the transient
ultimode heat transfer experiments. 1-heated vertical plate;

-electric heater; 3-side wall of test section „wood…; 4-Teflon
od; 5-Steel strip; 6-stainless steel rod; 7-adjusting nut;
-adjusting nut; 9-perforated wooden panel; 10-wire mesh; 11-
tainless steel sheathed thermocouples.
ide the test section. All thermocouples are calibrated before fix-

61601-2 / Vol. 130, JUNE 2008
ing them into the grooves machined in the plates and they are
connected to a personal computer �PC� based data acquisition sys-
tem �Model No. 34970A, Agilent Technologies Ltd.� through
compensating wires. The power input to the heater is supplied
from a regulated dc power source �Aplab Systems Ltd., India,
Model No. H0615�, which has a range of 30–600 V and 0–1.5 A.
The test plate can be heated to different temperature levels by
controlling the input to the heater. The power input to the heater is
calculated by measuring the voltage and current using a digital
multimeter. The details of the experimental setup are depicted in
Fig. 1.

Experimental Procedure
The test plate is given a definite amount of electrical power, and

the electrical power is switched off after the steady state is
reached. Steady state is assumed to be reached when the tempera-
ture of the test plate is observed to vary within �0.1°C in 10 min.
The transient response of the system while cooling the plate is
recorded using the data acquisition system and this is done at
regular intervals of 30 s for a period of half an hour. The experi-
ments are repeated for several power inputs to the heater, simu-
lating natural convection environment inside the test section, sub-
ject to an ambient temperature variation of �0.4°C during an
experiment. The experiments are done for three types of surfaces,
viz, polished aluminum, aluminum paint coated polished alumi-
num, and blackboard paint �Manufacturer: Asian Paints Ltd., In-
dia� coated polished aluminum. The polished surface was obtained
by a buffing operation. The surface roughness of the buffed plate
is measured using a surface texture measuring instrument �Make:
Perthometer S2-Mahr GMBH, Germany�, and the surface rough-
ness �Ra� is estimated as 0.083 �m.

Mathematical Modeling and Data Analysis
The governing equation for the transient cooling of the isother-

mal plate is

− mcp
dTh

dt
= ��As�Th

4 − T�
4 � + hAs�Th − T�� + QL �1�

The left-hand side of Eq. �1� represents the rate of depletion of
energy stored in the plate at time t. The first and second terms on
the right-hand side of Eq. �1� represent, respectively, the radiative
and convective heat transfer rates. The third term on the right-
hand side of Eq. �1� stands for small correction term for the heat
loss by conduction through the thermocouple wires attached to the
test plate. Since the fractional heat loss QL will be a small quan-
tity, in the present study, this quantity is neglected. The convective
heat transfer coefficient can be replaced in terms of the convective
Nusselt number. For laminar natural convection from an isother-
mal vertical plate, the Churchill correlation for an average value
of Nusselt number �7� is used and this is given by

Nu¯ L = 0.68 +
0.670RaL

1/4

�1 + �0.492/Pr�9/16�4/9 , RaL � 109 �2�

With this, Eq. �1� takes the form

− mcp
dTh

dt
= ��As�Th

4 − T�
4 � + �0.68 +

0.670RaL
1/4

�1 + �0.492/Pr�9/16�4/9�
�

kf

L
As�Th − T�� �3�

Equation �3� is the mathematical representation of the problem
under consideration. The important point of this experiment is that
the thermal equilibration of the plate as it loses heat must be
almost instantaneous, and such an assumption is truly valid for
materials with high thermal conductivity. Experience tells us that
the value of average heat transfer coefficient for this class of prob-
lems is approximately 6 W /m2 K and if an equal contribution is

expected in respect to radiation heat transfer, the overall heat

Transactions of the ASME



t
i
a
2
p
i
i
t
t
w
t
t
h
t
p
m
t
t

s
p
t
t
t
t
m
m
p
p
b
m
m
i
f
a
c
f
s
o
o
L
s
p
t
n
p
p
M
p

J

ransfer coefficient is estimated to be 12 W /m2 K. The character-
stic length based on the volume to surface area ratio is calculated
s 2.82 mm, and the thermal conductivity of aluminum is taken as
40 W /m K. The Biot number calculated for the present transient
roblem turns out to be 1.41�10−4, and hence the lumped capac-
ty formulation is justified. The mass of the test plate assembly,
nclusive of the mass of the heater, was measured using an elec-
ronic mass balance machine having a resolution of 0.001 kg and
he value was determined to be 0.698 kg. The mass of the heater
as separately weighed and recorded as 0.057 kg. This shows that

he percentage ratio of the mass of the heater to the mass of the
est plate is 8%, and hence the error in the estimation of specific
eat due to inclusion of the mass of the heater is not negligible. In
he present study, the test plate is modeled as an isotropic com-
osite medium. In principle, two transient experiments may be
ade with different plate thickness using the same heater. From

hese, it is possible to estimate the specific heat of the plate ma-
erial alone.

The computation of the transient response of the system by
olving Eq. �3� for a given initial condition, known ambient tem-
erature, and known values of system parameters is the conven-
ional direct heat transfer problem. Traditionally, this is known as
he forward model in the parlance of parameter estimation using
he inverse method. The present study aims at the estimation of
he parameters, emissivity, and specific heat, from a knowledge of

easured transient response of the system using a parameter esti-
ation algorithm. Basically, parameter estimation from the ex-

erimentally known transient response of the system is an inverse
roblem, and, in the present study, parameter estimation is done
y treating the problem as an optimization problem, requiring the
inimization of the square of the residuals between the experi-
ental and simulated temperatures. Though the problem as such

s a two parameter one, in the present case, this is considered as
our parameter model by expressing emissivity and specific heat
s linear functions of temperature. Parameter estimation in heat
onduction by solving inverse problems is well established �see,
or example, Ref. �8��. As regards an inverse problem with the
imultaneous estimation of more than one parameter, estimation
f thermal conductivity and specific heat in a two dimensional
rthotropic solid medium is reported by Sawaf et al. �9� using
evenberg–Marquardt’s iterative procedure. However, the present
tudy is concerned with the estimation of a radiative �surface�
roperty along with a thermophysical property. The experimen-
ally known transient response of the system is compared with the
umerically computed transient response, by solving the forward
roblem with initial guess values for all the parameters, to com-
ute the residual. Minimization of this residual using Levenberg–
arquardt’s iterative procedure retrieves the optimum values of

Table 1 Retrieved values of emissivity and
initial temperatures „for �=0…

Ti �K�

Emissivity

a b

327.85 0.04817 4.75E−06
335.75 0.04783 1.47E−05
346.81 0.04286 2.1E−06
354.86 0.04232 1.1E−05
358.79 0.03979 3.12E−06
370.34 0.04294 2.66E−06
383.96 0.04083 4.5E−06
400.96 0.04432 7.55E−06
407.15 0.04206 7.14E−06
428.54 0.04176 2.97E−06
arameters.

ournal of Heat Transfer
Solution Procedure
Let Eq. �3� be represented as

dTh
num

dt
= f��,As,t,m,cp,Th,T�,RaL,kf,L� �4�

The solution of the above initial-value problem, subject to the
initial condition Th=Ti at t=0, provides the temperature time his-
tory. Equation �4� represents the forward problem in the solution
procedure and to solve this initial-value problem for ordinary dif-
ferential equation, a sixth-order Runge–Kutta method is used.

Inverse Problem
The inverse problem considered here is concerned with the si-

multaneous estimation of the surface emissivities and specific heat
of solid metallic substance from measured temperatures. The
emissivity and specific heat are assumed as linear functions of
temperature such as ��T�=a+bT and cp�T�=c+dT. The constants
a, b, c, and d are to be retrieved. In the present work, the
Levenberg–Marquardt method �10,11� is used to minimize the dif-
ference between the simulated and measured temperatures.

The formulation of the inverse problem considered here is simi-
lar to that of the direct problem except that the surface emissivi-
ties and specific heat are unknown. Instead, the measured tem-
perature of the plate �Th

exp� is available. The inverse problem
consists then of utilizing the measured data �Th

exp� to determine the
four elements of the unknown vector X defined as

R = �
i=1

Ndata

�Th
exp − Th

num�X��2 �5�

where Th
num is the simulated data. All of the arguments of X will

be referred to as parameters. The Levenberg–Marquardt algorithm
is used to minimize the norm R, with respect to each of the un-
known parameters X= �a ,b ,c ,d	. In Levenberg–Marquardt algo-
rithm, the steepest descent method is initially followed. Thereaf-
ter, Newton’s method is adopted. The Levenberg–Marquardt
algorithm, like other numeric minimization algorithms, is an itera-
tive procedure that starts with an initial guess for the vector of
unknowns, X0. In each iteration step, the parameter vector Xk is
replaced with Xk+1, defined as Xk+1=Xk+	Xk. For a fuller dis-
cussion on the algorithm, see Ref. �12�.

Results and Discussion
The results obtained from the present study are summarized in

the tables presented below. The results presented here are for a
commercial aluminum, the metallurgical compositions of which

cific heat for a polished surface for various

Specific heat �J/kg K�

� c d cp�T�

5 740.159 0.4696 894.12
53 741.338 0.4736 900.35
44 745.675 0.4875 914.75
43 743.644 0.4845 915.57
41 740.084 0.4759 910.83
44 744.671 0.4861 924.70
43 743.815 0.4867 930.69
47 741.072 0.4801 933.57
45 743.974 0.4853 941.56
43 741.072 0.4955 953.41
spe

��T

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
observed using scanning electron microscope �Make: FEI-Czech
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epublic, Model: QUANTA 200� are Al K �95.4 wt % � and O K
4.6 wt % �. Both emissivity and specific heat are obtained as lin-
ar functions of temperature such that ��T�=a+bT and cp�T�=c
dT. The values of the constants obtained for each case are listed

n Tables 1–3.

Estimation of Emissivity. Table 1 indicates the results of emis-
ivity measurements done for a polished surface prepared by the
olishing process mentioned earlier. The mean value of the con-
tants and standard deviation of the retrieved values are shown in
able 4. A look at the order of constant b implies that the tem-
erature dependency of emissivity is not significant in the range of
emperatures encountered in the present study. The present study
stablishes the observation made by Zhang et al. �13� that emis-
ivity is a weak function of temperature. A comparison of the
resent results with the results reported by Tanda and Misale, �6�,
asuda and Higano �14�, Rammohan Rao and Venkateshan �15�,

nd Krishnan et al. �2� shows good agreement. Tables 2 and 3
how the values of emissivity for two more cases, i.e., test plate
ith aluminum paint and blackboard paint coating, respectively,

nd the results are also compared with the results available in
efs. �2,15�. The value of emissivity of blackboard paint coating

n Ref. �15� was reported as 0.85�0.01 and that of aluminum
aint coating in Ref. �2� was reported as 0.31�0.01. The com-
arison shows that there are small differences between the results
f the present study and those reported in Refs. �2,15�. This is due
o the difference in surface conditions of the test plate, paints, and
he thickness of paint coating that were used in the respective
tudies. Furthermore, in the problem of simultaneous estimation
f thermophysical properties, the effect of the variation of specific
eat with temperature can be a reason for a small change in the

Table 2 Retrieved values of emissivity and sp
temperatures „for �=0…

Ti �K�

Emissivity

a b

321.18 0.2090 3.56E−05
326.15 0.2102 2.25E−05
335.42 0.2094 2.41E−05
345.14 0.2079 1.96E−05
350.46 0.2062 4.30E−06
361.57 0.2069 8.14E−06
373.14 0.2078 2.37E−05
385.58 0.2060 1.05E−05
396.52 0.2060 7.06E−06

Table 3 Retrieved values of emissivity and sp
temperatures „for �=0…

Ti �K�

Emissivity

a b

327.75 0.8164 3.18E−05
333.36 0.8148 1.52E−05
340.35 0.8148 2.44E−06
348.97 0.8149 7.36E−06
355.62 0.8168 3.75E−06
369.54 0.8121 7.84E−06
378.37 0.8059 4.36E−06
386.15 0.8156 7.76E−06
387.84 0.8146 1.9E−05
396.15 0.8122 1.36E−05
405.75 0.8149 6.12E−06
418.40 0.8055 6.13E−06
61601-4 / Vol. 130, JUNE 2008
estimated values of emissivity from those reported in references
that assumed values reported in literature for the specific heat.

Estimation of Specific Heat. The specific heat of the test plate
material, modeled as a composite medium inclusive of the heater
and the fastening screws, is simultaneously estimated from the
three test cases, and the predicted values of constants c and d are
shown in Tables 1–3. It is important to note that constant d indi-
cates the temperature dependency of specific heat in the range of
temperature of experiments. The result negates the assumption of
a constant value of specific heat that has been used widely in
many of the previously reported studies on emissivity measure-
ment. In the present study, the specific heat variation with tem-
perature was expected to follow a linear relation, in the tempera-
ture range of experiments, and similar trends have been reported
for materials chromel and alumel by Sasaki et al. �5� and alumi-
num alloy �anticoradal 6063� by Tanda �6�. Also, the retrieved
value of specific heat of the test plate material is very close to
those reported in Ref. �16� for a wide variety of aluminum based
alloys.

In general, it is observed that the spread of retrieved values of
emissivity and specific heat around the linear fit �based on the
mean values of constants in respective cases� in the low emissivity
case is larger when compared with intermediate and high emissiv-
ity case. The discrepancy observed is attributed to the uncertainty
induced by different levels of cooling rates experienced by the test
plate for different surface emissivities. For instance, slow cooling
rate at low surface emissivity leads to larger errors in the mea-
surement of temperature and heat loss estimation, which in turn
obviously causes wide scatter of data around the best fit. On the
other hand, for the case of high emissivity, the rapid cooling rate

ific heat for aluminum paint for various initial

Specific heat �J/kg K�

� c d cp�T�

2 741.529 0.4731 893.48
8 740.512 0.4703 893.90
7 740.700 0.4717 898.92
5 742.892 0.4786 908.07
8 744.894 0.4850 914.87
0 740.195 0.4730 911.22
7 740.682 0.4743 917.66
0 741.417 0.4785 925.92
9 741.846 0.4806 932.41

fic heat for blackboard paint for various initial

Specific heat �J/kg K�

� c d cp�T�

6 740.172 0.4693 893.99
9 741.422 0.4734 899.24
6 741.196 0.4735 902.35
7 740.668 0.4729 905.70
8 739.780 0.4705 907.10
5 741.180 0.4765 917.27
6 746.409 0.490 931.81
9 738.795 0.4711 920.71
2 739.675 0.4735 923.32
8 740.751 0.4769 929.68
7 738.146 0.4713 929.38
8 742.408 0.4852 945.42
ec

��T

0.2
0.21
0.21
0.21
0.20
0.21
0.21
0.21
0.20
eci

��T

0.82
0.81
0.81
0.81
0.81
0.81
0.80
0.81
0.82
0.81
0.81
0.80
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nduces a larger uncertainty in heat loss estimation. It is observed
rom the tabulated results that consistent values have been ob-
ained for the test plate coated with aluminum paint. Figures 2 and

show, respectively, the variation of emissivity and specific heat
ith temperature. For the specific heat, a least squares fit for data

hat consider specific heat estimates from experiments with all the
hree surfaces considered in this study is also included in Fig. 3 to
ompare with the linear fit, based on the mean values, used to
epresent the variation of specific heat with temperature. It is ob-
ious from the comparison that the difference in the calculated
alues of specific heat between the two fits is marginal. Figure 4
hows a comparison of the measured and simulated temperature
ersus time curve for the test plate coated with aluminum paint.
s stated earlier, the emissivity and specific heat were estimated
sing the temperature history of the test plate during cooling.
owever, as a test of consistency of the present approach, an

nverse estimation was also carried out for retrieving the convec-
ive heat transfer coefficient for the transient heating of the test
late using the retrieved values of emissivity and specific heat
btained from transient cooling experiments. The modeling of the
ransient heating experiment is similar to the transient cooling
roblem except that the heat generation term, which appears in the
nergy balance equation, is incorporated in the form of power
nput to the heater. The inverse estimation was done for heating of
he test plate of polished surface and aluminum paint coated sur-
ace. A comparison of the numerically computed heat transfer
oefficient with heat transfer coefficient calculated directly using
hurchill correlation was made, and the result is represented in

he form of parity plot shown in Fig. 5. It is evident from the
arity plot that the Churchill correlation slightly overpredicts the

able 4 Estimated mean and uncertainty associated with the
etrieved parameters „for �=0…

c d

Specific heat cp�T�=c+dT 741.59�2.036 0.478�0.007
Emissivity ��T�=a+bT a b

Polished surface 0.043�0.003 6.05�10−6�4.11�10−6

Aluminum paint 0.208�0.002 2.34�10−5�2.23�10−5

Blackboard paint 0.813�0.004 1.04�10−5�8.36�10−6

ig. 2 Retrieved values of emissivity as a function of tempera-

ure for three samples

ournal of Heat Transfer
heat transfer coefficient. This bias is expected to occur due to the
following reasons. The heat transfer coefficient calculated using
Churchill correlation is expected to represent the total heat trans-
fer coefficient taking into account for radiation heat transfer also,
as no details about the heat loss from the part of radiation mode
are mentioned in Ref. �7�. This reasoning is arrived at from the
observation that for low emissivity case, the maximum error be-
tween the heat transfer coefficient obtained by employing the
Churchill correlation and the retrieved heat transfer coefficient is
about 1% only, whereas for the higher emissivity case, the error
goes up to 4%. The convective heat transfer, calculated after de-
ducting the radiation heat loss from the total heat input, that has

Fig. 3 Retrieved value of specific heat as a function of
temperature

Fig. 4 Comparisons of experimental and simulated tempera-

ture time curves for aluminum paint coated surface

JUNE 2008, Vol. 130 / 061601-5
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aken care of the unaccountable heat losses can also be another
eason for the slightly higher value of the convective heat transfer
oefficient calculated using the Churchill correlation, as compared
o the retrieved value of the heat transfer coefficient. The retrieved
alues of the heat transfer coefficient indicate that the concept of
nstantaneous Rayleigh number works well for transient heating or
ooling of lumped systems, and therefore the transient heating
xperiments are equally good for the retrieval of emissivity and
pecific heat, provided accurate measurement of power input is
ossible. Additionally, the present study once again establishes the
trength of Churchill correlation in calculating the heat transfer
oefficient for a heat transfer problem involving natural convec-
ion. As a final validation exercise, the values of the coefficient
nd power of Rayleigh number term encountered in the Churchill
orrelation were also retrieved by Levenberg–Marquardt’s
ethod, and the retrieved values match well with the respective

alues reported in the said correlation. In the case of natural con-
ection in air, Prandtl number varies very little with temperature
nd so the coefficient of Rayleigh number divided by the denomi-
ator term in the Churchill correlation can be represented as an
nother constant and the Churchill correlation takes the simple
orm NuL=0.68+eRaL

f . The mean and standard deviation of the
etrieved parameters e and f , respectively, are obtained as
.508�0.01 and 0.247�0.003. For the retrieval of parameters e
nd f from the transient heating experiments, the retrieved values
f emissivity and specific heat from transient cooling experiments
ave been used. A representative comparison of the retrieved val-
es and the values reported in the correlation is shown in Fig. 6.

xperimental Uncertainty
The physical quantities measured during the experiments are

ower input to the heater, linear dimensions of the test plate, mass
f the test plate, and temperature of the test plate, and the corre-
ponding uncertainties are �0.014 W, �0.02 mm, �0.001 kg,
nd �0.3°C, respectively. For the case of retrieved parameters,
he mean value, has been taken as the best value and standard
eviation among the values was taken to be error in the estima-
ion. The uncertainty in the estimation of emissivity and specific
eat was determined according to the method described in Ref.

ig. 5 Comparison of retrieved and calculated heat transfer
oefficients using the Churchill correlation
17� and estimated as �0.003 and �3.708 J /kg K, respectively.

61601-6 / Vol. 130, JUNE 2008
The uncertainties reported here are for experiments without mea-
surement errors ��=0�. The uncertainties encountered in the re-
trieved parameters are shown in Table 4.

Finally, to estimate the error propagation due to expected ran-
dom errors in the temperature measurement, the parameters are
reestimated after perturbing the measured temperatures with
Gaussian noise. The effect of noise is taken into account artifi-
cially by the following relation:

Ti
correct = Ti

meas + �
 �6�

where Ti
correct is the corrected temperature, Ti

meas is the measured
temperature, � is the standard deviation of measurement errors,
and 
 is a random number. Two cases with random noise level
�=0.1 and 0.3 were considered. The value of 
 is randomly gen-
erated and chosen over the range −2.576�
�2.576, which rep-
resents the 99% confidence bound for the temperature measure-
ment. The error analysis is carried out for the polished aluminum
surface, and the estimated values of emissivity and specific heat
for the cases considered are, respectively, shown in Figs. 7 and 8.
For each experimental trial, the measured temperatures are per-
turbed with the random errors assigning different standard devia-
tion values mentioned earlier. The results show that, among all the
experimental trials, even for the worst case, the maximum devia-
tions are observed as 22% and 1.21%, respectively, for the emis-
sivity and specific heat with respect to the respective values pre-
dicted by the linear fit. As another validation test, a single
experiment is chosen �corresponding to the tenth row of Table 1�
and 15 test cases were run for �=0.3. The mean value of the
specific heat is estimated as 948.402 J /kg K with a standard de-
viation of �2 J /kg K. The corresponding values predicted by lin-
ear fit are 946.43 J /kg K and �3.708 J /kg K, respectively. Also,
to compute the deviation of the estimated results from the zero
error measurement result, the average relative errors for the re-
trieved parameters are expressed as follows:

1

N�
N 
 ��Ti� − �̄�Ti�

�̄�Ti�

 � 100 �7�

Fig. 6 Comparison between constants retrieved and con-
stants specified in the Churchill correlation
i=1
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N�
i=1

N 
Cp�Ti� − Cp�Ti�
Cp�Ti�


 � 100 �8�

here ��T� and �̄�T� stand for the estimated values of emissivity
ith and without measurement error �i.e., �=0�. A similar defini-

ion is also applicable for the specific heat. The average relative
rrors of emissivity and specific heat computed with standard de-
iation of measurement error �=0.1 are obtained as 4% and
.12%, respectively, whereas with �=0.3, the average relative
rrors of emissivity and specific heat are 7.67% and 0.31%, re-
pectively. The error analysis shows that the estimated errors as-
ociated with the retrieved parameters are within the accepted

ig. 7 The estimated emissivity for polished aluminum sur-
ace �„T… when �=0.0, 0.1, and 0.3

ig. 8 The estimated specific heat cp„T… when �=0.0, 0.1, and

.3

ournal of Heat Transfer
range, which also indicates the robustness of the temperature mea-
surement in the present experimental study.

Conclusions
A new approach for the simultaneous estimation of emissivity

and specific heat of metallic substances by a judicious combina-
tion of experimental and numerical techniques has been discussed.
The applicability of the present approach has been established for
the simultaneous determination of thermophysical properties from
the transient cooling of a lumped system in still air by laminar
natural convection and surface radiation. The present method is
simple, less expensive, and has the advantage of greater rapidity
in obtaining results. The temperature dependency of emissivity is
not significant in the temperature range of 325–425 K for the
three surface conditions studied. On the other hand, specific heat
increases significantly with temperature, and therefore the varia-
tion of specific heat with temperature should be accounted for,
particularly in transient experiments, even over a narrow tempera-
ture range. The results of transient heating experiments provide
additional information about the efficacy of the present approach.

Nomenclature
As � surface area of the test plate, m2

cp � specific heat capacity of the test plate assem-
bly, J/kg K

h � average heat transfer coefficient, W /m2 K
kf � thermal conductivity of fluid �air�, W/m K
L � length of the test plate, m
N � total number of experiments
m � mass of the test plate assembly, kg

NuL � average convective Nusselt number, hL /kf
Pr � Prandtl number
R � residual

Ra � surface roughness parameter
RaL � Rayleigh number based on the length of the

test plate, g�	T�L3 / ����
T � temperature, K
t � time, s

Greek Symbols
� � total hemispherical emissivity
� � Stefan–Boltzmann constant,

5.67�10−8 W /m2K4

� � standard deviation of measurement errors

 � random number

Subscripts
i � initial
h � hot test plate
� � ambient

Superscripts
exp � experimental

num � numerical
correct � corrected

meas � measured
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Finite Difference Schemes for
Diffusion Problems Based on a
Hybrid Perturbation–Galerkin
Method
A new technique for the development of finite difference schemes for diffusion equations
is presented. The model equations are the one space variable advection diffusion equa-
tion and the two space variable diffusion equation, each with Dirichlet boundary condi-
tions. A two-step hybrid technique, which combines perturbation methods based on the
parameter ���t / ��x�2 with the Galerkin method, provides a systematic way to develop
new finite difference methods, referred to as hybrid equations. The main contributions of
this paper include the (1) recovery of classical explicit or implicit finite difference
schemes using only the perturbation terms; (2) development of new finite difference
schemes, referred to as hybrid equations, which have better stability properties than the
classical finite difference equations, permitting the use of larger values of the parameter
�; and (3) higher order accurate methods, with either O(��x�4) or O(��x�6) truncation
error, formed by convex linear combinations of the classical and hybrid equations. The
solution of the hybrid finite difference equations requires only a tridiagonal equation
solver and, hence, does not lead to excessive computational effort.
�DOI: 10.1115/1.2891135�

Keywords: finite difference equations, diffusion/advection equations, perturbation
methods, stability, truncation error
Introduction
The numerical solution by finite difference methods of partial

ifferential equations �PDEs�, which allows quantification of fluid
ynamic and heat transfer problems, has matured over the past
0–40 years to such a degree as to raise the question of the need
or new approaches in finite difference methods. When one looks
t the success of the work of Patankar �1� and his students, as well
s others, it causes one to stop and take serious note of this ques-
ion.

The issues that have challenged those carrying out computa-
ions and those developing computational methods have centered
n three key issues: stability of the computational method, accu-
acy as quantified by truncation error, and computational costs,
hich include “production-run” costs and development costs �2�.

n addition, the question of how well the physics of the problem
as been captured by the model PDEs has likewise been of con-
ern as, for example, in the modeling of advection terms and in
ow the pressure is treated in the Navier–Stokes equations.

The approach we adopt addresses these numerical issues by
reating the formulation of finite difference schemes for diffusion
quations by utilizing a two-step hybrid analysis technique, which
ombines perturbation techniques and the Galerkin method. Here,
he perturbation parameter is �=�t / ��x�2, where �t is the time
tep and �x is the spatial step. As will be shown, this combination
f techniques leads to the formulation of higher order finite dif-
erence equations with improved truncation error and improved
tability. �The results presented here differ from those of Ref. �3�
rimarily in the way the time derivative term is treated.�

The hybrid perturbation–Galerkin technique has been applied
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as an analytical �as opposed to a purely numerical� approach to
the solution of several classes of two point boundary value prob-
lems for ordinary differential equations �ODEs� �4–6�, boundary
value problems for elliptical PDEs �7�, and resonant frequency
calculations �8,9� and to the analysis of nonlinear heat conduction
problems �10–12�. The hybrid method has also been applied suc-
cessfully to the numerical solution of second order linear ODEs
�13�. This paper addresses the problem of applying the hybrid
technique to the numerical solution of PDEs.

The hybrid method itself may be viewed either as a technique
to improve the accuracy of perturbation expansions or as a tech-
nique to generate a small number of good coordinate functions for
a Galerkin-type approximation. In particular, the examples dis-
cussed in Refs. �3–13� illustrate that the perturbation coordinate
functions appear to be exceptionally good trial functions to be
used in a Galerkin approximation and that �at least� reasonably
accurate approximate solutions can be obtained by using only a
small number of these functions. In Ref. �3�, it was observed that
the hybrid method bears some resemblance to the finite analytic
method �14�.

The hybrid method is presented in Sec. 2 and applied to the first
model problem in Sec. 3. Composite schemes are presented in
Sec. 4, while the stability of these schemes is discussed in Sec. 5.
The schemes presented for the first model problem are illustrated
in Sec. 6 for two test cases. The method is then applied to the
second model problem �diffusion in two space variables� in Sec.
7. In Sec. 8, our results are summarized, and various extensions of
our techniques are discussed briefly, including necessary modifi-
cations for the case of Neumann or mixed boundary conditions.

2 Description of the Method
To prepare to apply the hybrid method �to be described shortly�,

the spatial region of the problem of interest is decomposed into a
number of small elements. The method of lines �15� is employed,

so that the time derivative is retained in a differential form, while
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he terms involving spatial derivatives are approximated by finite
ifference expressions. This reduces the problem to a system of
rst order ODEs in time.
In the first step of the hybrid method, the solution to the system

f ODEs is expanded as a regular perturbation series, using � as
he perturbation parameter. This perturbation solution is in the
orm of a series of perturbation coordinate functions, each multi-
lied by � raised to an integer power. The perturbation coordinate
unctions are expressed in an analytical form. When the perturba-
ion solution is evaluated at an interior node, an algebraic equation
elating interior nodal values is obtained, reproducing some clas-
ical finite difference schemes.

The second step of the hybrid method is to construct a new
pproximation to the solution of the ODEs, which is a linear com-
ination of a finite subset of the perturbation coordinate functions,
ach multiplied by an unknown amplitude, � j. These amplitudes
re determined by requiring that the residual formed by substitut-
ng this approximation into the governing ODEs is orthogonal to
ach coordinate function used in the approximation. This results
n a tridiagonal system of linear algebraic equations for the am-
litudes �� j�. Once these amplitudes are determined, the hybrid
olution is evaluated at an interior node, resulting in a new set of
nite difference equations.

First Model Problem
To illustrate the method, consider first the problem of finding

=u�x , t� satisfying the advection diffusion equation

ut = uxx − Vux, 0 � x � 1, t � 0 �1�
he boundary conditions

u�0,t� = g�t� and u�1,t� = h�t� for all t � 0 �2�
nd the initial condition

u�x,0� = f�x�, 0 � x � 1 �3�

ere, g�t�, h�t�, and f�x� are specified functions, while V is a
pecified constant, which we may assume as positive.

3.1 Method of Lines. Define �t�0 and let n be a positive
nteger. Then, define

�x =
1

n + 1
, xi = i�x, i = 0,1, . . . ,n + 1

�4�
tj = j�t, j = 0,1,2, . . . , ui,j = u�xi,tj�

hen, for tj � t� tj+1 and 0� i�n+1, define

t = tj + �t	 and u�xi,t� = ui,j + �t
i�	� �5�

or 0�	�1. Using definitions �4� and �5� and the boundary con-
itions �2�, we note that


0�	� =
g�tj + �t	� − g�tj�

�t
, 
n+1�	� =

h�tj + �t	� − h�tj�
�t

�6�

ence, these quantities are known, while each vi=vi�	�, i
1,2 , . . . ,n, is unknown and must be determined.
To determine these quantities, we approximate the right side of

q. �1� at x=xi, 1� i�n, by a second order finite difference for-
ula for uxx and a finite difference formula for ux, i.e.,

uxx�xi,t� =
u�xi−1,t� − 2u�xi,t� + u�xi+1,t�

��x�2 + 0„��x�2
…

ux�xi,t� =
�1 − ��„u�xi+1,t� − u�xi,t�… + �1 + ��„u�xi,t� − u�xi−1,t�…

2�x

+ O���x� + O„��x�2
…

Here, we note that setting �=0 yields the central difference ap-

roximation for ux, while setting �=1 yields the upwind approxi-

61701-2 / Vol. 130, JUNE 2008
mation to ux.� Inserting these expressions into Eq. �1� evaluated at
x=xi, ignoring the O���x� and O(��x�2) error terms, and then
using Eqs. �5�, Eq. �1� yields the relations


i� = �i + ��c
i−1 + a
i + b
i+1� �7�

where i=1,2 , . . . ,n and where we have defined

�i �
1

��x�2 �cui−1,j + aui,j + bui+1,j�

�8�

a = − 2�1 +
V�x

2
�	, b = 1 −

V�x

2
�1 − ��, c = 1 +

V�x

2
�1 + ��

Equations �7� is a system of n �tridiagonal� first order ODEs for
the n unknowns �vi�	��, which must be solved subject to the ini-
tial conditions


i�0� = 0, i = 1,2, . . . ,n �9�
which follow from definitions �4� and �5�.

To solve for the functions �vi�	��, it is first convenient to write
Eq. �7� in matrix-vector form as

v� = � + �� + �Av �10�

where the n-component vectors v, �, and � are defined by

v =


1


2

·

·

·


n

� , � =

�1

�2

·

·

·

�n

� , � =

c
0

0

·

·

0

b
n+1

� �11�

and the nn matrix A is defined by

A =

a b 0 0 · · 0

c a b 0 · · 0

· · · · · · ·

· · · · · · ·

· · · · · · ·

0 0 0 · c a b

0 0 0 · 0 c a

� �12�

Then, the solution to Eq. �10� subject to initial conditions �9� is

v =�
0

	

e�A·�	−s�
„� + ���s�…ds �13�

3.2 Perturbation Solution for � When � is Small. We now
formally expand the solution for v given by Eq. �13� for small
values of � and write, for any positive integer N,

v = v�0� + �v�1� + �2v�2� + ¯ = P�N��	,�� + 0��N� �14�

where

P�N��	,�� = 
j=0

N−1

� jv�j��	� �15�

with

v�0� =�
0

	

�ds = 	 · �

�16�

v�k� =
	k+1

�k + 1�!
Ak� +�

o

	 �	 − s�k−1

�k − 1�!
Ak−1��s�ds, k = 1,2, . . .
In particular,
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ṽ

H
t
=
t
w
g
o
=

E
t
w
t
d
r

J

v�1� =
	2

2
A� +�

0

	

��s�ds

�17�

v�2� =
	3

6
A2� +�

0

	

A��s��	 − s�ds

n the special case when g�t� and h�t� are constants, ��s��0, and
hese expressions simplify to

v�0� = 	 · �, v�1� =
	2

2
A�, v�2� =

	3

6
A2� �18�

3.3 Finite Difference Formulas Based on the Perturbation
olution for v. We now use the definitions in Eqs. �4�, �5�, and
14� to write, for j=0,1 ,2 , . . .,

ui,j+1 = ui,j + �tvi�1� = ui,j + �t�Pi
�N��1,�� + O��N��

r, ignoring the O��N� error term, we define

ui,j+1
�N� = ui,j + �tPi

�N��1,��, N = 1,2, . . . �19�

Here, ui,0= f�xi�, i=0,1 , . . . ,n+1, are known from Eq. �3�.� Set-
ing N=1 in Eq. �19� and using Eqs. �15� and �16�, we find that

ui,j+1
�1� = �cui−1,j + �1 + �a�ui,j + �bui+1,j �20�

hich is the classical explicit finite difference scheme. In particu-
ar, using Taylor’s theorem and Eqs. �20� and �1�, we find that the
eading order terms Ti,j

�1� in the local truncation error for this
cheme is

Ti,j
�1� = −

V��x

2
uxx�xi,tj� + ��x�2� �6� − 1�

12
uxxxx�xi,tj�

+
V

6
�1 − 6��uxxx�xi,tj� +

�V2

2
uxx�xi,tj��

−
V���x�3

24
uxxxx�xi,tj� + 0„��x�4

… �21�

3.4 Hybrid Perturbation–Galerkin Solution for v. For any
ositive integer N, we now construct a new approximate solution
�N� for v in the form

ṽi
�N� = 

j=0

N−1

�i
�N,j�vi

�j�, i = 1,2, . . . n, N = 1,2, . . . �22�

ere, ṽi
�N� is defined by replacing the coefficient � j of vi

�j� in
he definition of Pi

�N� by a new �unknown� “amplitude” �i
�N,j�

�i
�N,j����. �Here, we also define ṽ0

�N�=v0 and ṽn+1
�N� =vn+1. Hence,

hese quantities are known.� To determine these new amplitudes,
e require that the residual obtained by substituting �ṽi

�N�� into the
overning differential equation �Eq. �7�� be orthogonal to each
f an appropriate set of test functions ��i,k , i=1, . . . ,n, k
0,1 , . . . ,N−1�, i.e.,

�
0

1

Ri · �i,kd	 = 0, i = 1,2, . . . ,n, k = 0,1, . . . ,N − 1

Ri � �ṽi
�N��� − �i − ��cṽi−1

�N� + aṽi
�N� + bṽi+1

�N�� �23�

quations �23� are a system of nN �linear� algebraic equations for
he nN unknowns ��i

�N,j��. For example, if we set �i,k=vi
�k��	�, i.e.,

e choose the perturbation coordinate functions �vi
�k��	�� as the

est functions, then Eqs. �23� are the usual Bubnov–Galerkin con-
itions. If we set �i,k=�Ri /��i

�N,k�, then Eqs. �23� are equivalent to

equiring that the L2 norm of each residual Ri is a minimum, i.e.,

ournal of Heat Transfer
the usual least-squares criteria.
Setting N=1 in Eqs. �23� with �i,k=vi

�k��	� and using the solu-
tion for v�0� in Eq. �16�, Eqs. �23� yield the tridiagonal system of
equations

− �c�i−1
�1,0� + �1 − a���i

�1,0� − �b�i+1
�1,0� = �i �24�

i=1,2 , . . . ,n, where we have defined

� =
2�

3
, �i

�1,0� = �i�i
�1,0�, i = 1,2, . . . ,n

�25�

�0
�1,0� = 3�

0

1

vo�	�	d	, �n+1
�1,0� = 3�

0

1

vn+1�	�	d	

Equation �24� is tridiagonal and, hence, can be solved in a very
efficient manner �see, e.g., Ref. �16��. For later reference, we note
that it follows from Eq. �24� that as �x→0,

�i
�1,0� = uxx − Vux +

V�

2
�xuxx + �2�V2

3
uxx −

1 + 8�

6
Vuxxx

+
1 + 8�

12
uxxxx���x�2 + 0„���x�3

… + 0„��x�4
…,

i = 1,2, . . . ,n �26�

where it is understood that the partial derivatives of u are evalu-
ated at �xi , tj�.

3.5 Finite Difference Formulas Based on the Hybrid Solu-
tion for v. Once the quantities ��i

�N,j�� have been determined, we
define

ũi,j+1
�N� = ui,j + �t · ṽi

�N��1�, i = 1,2, . . . ,n �27�

In particular, setting N=1 in Eq. �27�, we find

ũi,j+1
�1� = ui,j + �t�i

�1,0�, i = 1,2, . . . ,n �28�

where the quantities ��i
�1,0�� are determined from Eq. �24�, In fact,

using Eq. �24�, Eqs. �28� can be written as

�I − �A�ũj+1 = �I +
�

2
A	ũj + d j �29�

where dj is a known vector. Then, using Taylor’s theorem, it fol-

lows that the leading order term T̃i,j
�1� in the local truncation error

for this scheme is

T̃i,j
�1� = −

V��x

2
uxx −

��x�2

12
�2�V2uxx − 2�1 + 2��Vuxxx

+ �1 + 2��uxxxx� + 0„���x�3
… + 0„��x�4

… �30�

4 Composite Solutions
The form of the truncation errors for the explicit method �Eq.

�21�� and for the hybrid scheme with N=1 �Eq. �30�� suggests that
a more accurate scheme can be constructed by considering a con-
vex linear combination of these two schemes. For this purpose, it
is convenient to consider separately two cases, depending on
whether or not V is zero.

4.1 Case I: V=0 (Pure Diffusion). We begin by forming a
convex linear combination of the explicit scheme �Eq. �20�� and
the hybrid scheme �Eq. �28�� �both with V=0� and write

ui,j+1 = ���cui−1,j + �1 + �a�ui,j + �bui+1,j� + �1 − ���ui,j + �t�i
�1,0��
�31�

where � is an arbitrary parameter. Using expressions �21� and �30�
for the truncation errors of these two schemes, as well as Eqs.
�26�, it follows that the O(��x�2) term in the local truncation error

for this composite scheme vanishes if we set �= �1+2�� /8�. In-
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erting this value into Eq. �31�, we define the composite approxi-
ation

ui,j+1
C = �1 + 2�

8
	ui−1,j + �3 − 2�

4
	ui,j + �1 + 2�

8
	ui+1,j

+
�6� − 1�

8
��x�2�i

�1,0� �32�

=1,2 , . . . ,n and find that the leading order term Ti,j
C in the local

runcation error for this scheme is

Ti,j
C = �2 − 5� − 30�2

180
	uttt�xi,tj���x�4 �33�

Another classical finite difference formula with a similar trun-
ation error is given by the �implicit� Douglas scheme

�1 − 6��ui−i,j+1 + �10 + 12��ui,j+1 + �1 − 6��ui+1,j+1 = �1 + 6��ui−i,j

+ �10 − 12��ui,j + �1 + 6��ui+1,j �34�

=1,2 , . . . ,n where the leading order term Ti,j
D in the local trunca-

ion error is given by

Ti,j
D = �1 − 20�2

240
	uttt�xi,tj���x�4 �35�

he form of the errors in Eqs. �33� and �35� suggests that we
onsider the “superconvex” linear combination

ui,j+1
S = �ui,j+1

C + �1 − ��ui,j+1
D �36�

here ui,j+1
C is defined by Eq. �32�, ui,j+1

D is defined by Eqs. �34�,
nd � is a constant. Using Eqs. �33� and �35�, we see that the term
roportional to ��x�4 in the truncation error of this scheme can be
liminated by choosing �=−3�1−20�2� / �5−20�−60�2�. With this
alue for �, Scheme �36� becomes

ui,j+1
S =

1

�5 − 20� − 60�2�
„3�20�2 − 1�ui,j+1

C + 4�2 − 5� − 30�2�ui,j+1
D

…

�37�

hich has a truncation error proportional to ��x�6.

4.2 Case II: VÅ0 (Advection and Diffusion). To construct
omposite schemes for this case, we first observe that by setting
=�V�x in the explicit scheme �Eq. �20��, its truncation error �Eq.
21�� becomes

Ti,j
�1� = ��x�2 �1 − 6��

12
�2Vuxxx�xi,tj� − uxxxx�xi,tj�� + O„��x�4

…

�38�

n a similar manner, by setting �=−�V�x /3 in the hybrid scheme
Eq. �28��, its truncation error �Eq. �30�� becomes

T̃i,j
�1� = ��x�2 �1 + 2��

12
�2Vuxxx�xi,tj� − uxxxx�xi,tj�� + O„��x�4

…

�39�

he form of these truncation errors suggests that we form the
onvex linear combination

��explicit�� = �V�x�� + �1 − ���hybrid�� = − �V�x�/3�

ith �= �1+2�� /8�. With this choice of �, the O(��x�2) terms

rom Ti,j
�1� and T̃i,j

�1� cancel, leaving an O(��x�4) truncation error for

he composite scheme,
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ui,j+1
C = ��ui,j+1

�1� ��=�V�x + ��1 − ��ũi,j+1
�1� ��=−�V�x/3, � =

1 + 2�

8�

�40�

where ui,j+1
�1� is defined in Eq. �20� with �=�V�x and ũi,j+1

�1� is
defined in Eq. �28� with �=−�V�x /3.

5 Stability
To investigate the stability of the numerical schemes we have

just introduced, we first write each of them in the form

u j+1 = Bu j + d j, j = 0,1,2, . . . �41�

where u j+1= �ui,j+1�, u j = �ui,j�, and d j = �di,j� are each n-component
vectors, and B= �bi,j� is a known nn matrix of constants. Here,
each of the constants di,j is known in terms of the boundary or
initial conditions of the problem. Then, we shall say that the
scheme described by Eqs. �41� is stable if and only if each of the
eigenvalues � of B satisfies the condition that ����1�16�.

5.1 Case I: V=0 (Pure Diffusion). We first consider the hy-
brid scheme defined by Eqs. �28�. To write these equations in the
form of Eq. �41�, we first note that the quantities ��i

�1,0�� are de-
termined from Eqs. �24�, which we write in the form

C�� �1,0� =
1

��x�2Au j +
1

��x�2� j �42�

where A and C are tridiagonal matrices, with A defined by Eq.
�12� and C= I−�A, and � j = �u0,j ,0 ,0 , . . . ,0 ,un+1,j�t. �Here, I is
the nn identity matrix.� We now multiply the vector form of
Eqs. �28� by C �use Eq. �42�� and then multiply the resulting
expression by C−1 to obtain

B = �I − �A�−1�I +
�

2
A	 �43�

where we have used the definition �=2� /3. Since the eigenvalues
�s of A are �see, e.g., Ref. �16��

�s = − 4 sin2� s�

2�n + 1�	, s = 1,2, . . . ,n �44�

it follows from Eq. �43� that the eigenvalues of B for this scheme
are

�s =

1 − 2� sin2� s�

2�n + 1�	
1 + 4� sin2� s�

2�n + 1�	
, s = 1,2, . . . ,n �45�

From Eqs. �45�, it follows that ��s��1 for all ��0; hence, the
scheme is unconditionally stable for all ��0.

A similar sequence of manipulations for the composite scheme
described by Eq. �32� shows that matrix B=BC for this scheme is
given by

BC = �I −
2�

3
A	−1�I +

�

3
A −

��1 + 2��
12

A2	
Hence, the eigenvalues of BC are given by

�s =
1 − �4�/3�S2 − „4��1 + 2�…/3�S4

1 + �8�/3�S2 , S � sin� s�

2�n + 1�	
�46�

From Eqs. �46�, it follows that ��s��1 for all s only for �

��3 /2=0.866025. Thus, this composite scheme is only condi-
tionally stable.

For the supercomposite scheme described by Eq. �37�, the ma-
S
trix B=B is given by
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BS = �1 − b���I + �1A�−1�I + �2A�� + b�I + �A� + b�3�I − �4A�−1A

�47�

here we have defined �= �1+2�� /8, �1= �1−6�� /12, �2= �1
6�� /12, �3= �6�−1� /8, �4=2� /3, and b=−3�1−20�2� / �5−20�
60�2�. Hence, the eigenvalues of BS are given by

�s =
45 − 15�1 − 2��S2 − 40��1 + 6��S4 − 12��1 − 20�2�S6

5„3 − �1 − 6��S2
…�3 + 8�S2�

�48�

here S is defined in Eq. �46�. From Eq. �48�, it follows that
�s��1 for all s only for ��1+3 /�5=2.34164. Thus, this super-
omposite scheme is also only conditionally stable, but is stable
or larger values of � than the composite scheme �Eq. �32��.

5.2 Case II: VÅ0 (Diffusion and Advection). The eigenval-
es �s of the matrix B=Bexp� I+�A corresponding to the explicit
cheme �Eq. �20�� are given by

�s = 1 + ��s, �s = − 2�1 + ��� + 2��1 + ���2 − �2 cos� s�

n + 1
	

�49�

=1,2 , . . . ,n, with �=V�x /2. In Fig. 1, the critical value of �* of
for which max ��s�=1 is plotted as a function of � for several

alues of �. As the plot illustrates, the scheme is stable for �some-
hat� larger values of � when � is negative �corresponding to
ownwind schemes� than when � is positive.
The eigenvalues �s of the matrix B=Bhyb��I−�A�−1(I

�� /2�A), with �=2� /3, corresponding to the hybrid scheme �Eq.
29�� are given by

�s =
1 + ��/2��s

1 − ��s
, � =

2�

3
�50�

=1,2 , . . . ,n, where �s is defined in Eq. �49�. From expression

Fig. 1 Critical values �* of � plotted as a
for the explicit scheme „Eq. „20…… for the fi
scheme is „somewhat… more stable for neg
50�, it follows that for −1���1 and all V�0, �s�1 for all �

ournal of Heat Transfer
�0; hence, the scheme is unconditionally stable.
The matrix B=Bcom corresponding to the composite scheme

�Eq. �40�� is given by

Bcom = �Bexp��=2��
+ �1 − ��Bhyb��=−2��/3

, � =
1 + 2�

8�
�51�

Although we do not, as yet, have usable analytical expressions
for the eigenvalues of Bcom, they can be computed numerically in
a straightforward manner. A typical result is shown in Fig. 2,
where the critical values of � �corresponding to max���=1� are
plotted as a function of V for a specified value of �x. Typically,
the critical values of � for the composite scheme are about 75%
larger than those for the explicit scheme on which it is based.

6 Test Problems
We now illustrate the various schemes we have mentioned with

several test problems.
Test problem 1. For the first test problem, we set V=0 in Eq.

�1�, g�t�=h�t�=0 in Eq. �2�, and f�x�=sin��x� in Eq. �3�. Thus, the
exact solution is given by

u�x,t� = e−�2t sin��x�

Then, letting ui,j denote the approximation for u�xi , tj� defined by
a finite difference scheme, we define the relative error ei,j by

ei,j =
ui,j − u�xi,tj�

u�xi,tj�
, i = 1,2, . . . ,n

In particular, for odd values of n, we define m= �1+n� /2, so that
xm=0.5; hence, the relative error em,j at the midpoint in x becomes

em,j = e�2tjum,j − 1

In Figs. 3 and 4, we have plotted em,j as a function of time �tj� for
the different schemes we have discussed, with two different values

ctionf of � for several values of �=V�x /2
model problem. As the plot indicates, the
e values of � than for positive values of �.
fun
rst
of �.
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Test problem 2. For the second test problem, we let V in Eq. �1�
e arbitrary, set g�t�=h�t�=0 in Eq. �2�, and f�x�=eVx/2 sin��x� in
q. �3�. The exact solution for this case is given by

u�x,t� = e−��2+�V/2�2�t+Vx/2 sin��x�

gain, letting ui,j denote the approximation for u�xi , tj� defined by
finite difference scheme, the relative error em,j at the midpoint in
becomes

Fig. 2 Critical values �* of � plotted as a
scheme „Eq. „40…… for the first model proble
than the corresponding values for the exp

Fig. 3 Scaled relative error at x=0.5 plot
using various numerical schemes, with �x
of the composite scheme „Eq. „32…… and

scheme „Eq. „36…… are clearly illustrated.

61701-6 / Vol. 130, JUNE 2008
em,j = e„�
2+�V/2�2

…tj−V/4um,j − 1

In Fig. 5, we have plotted em,j as a function of time �tj� for the
different schemes we have discussed with �=1 /3.

7 Two Space Dimensions
We now extend some of the ideas just discussed to the case of

two space dimensions.

ction of V for �x=0.05 for the composite
These critical values are about 75% larger
scheme „see Fig. 1….

as a function of time for test problem 1
.1 and �=1/3. Note that the O„„�x…4

… error
e O„„�x…6

… error of the supercomposite
fun
m.
ted
=0
th
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7.1 Model Problem. Find u=u�x ,y , t�, satisfying

ut = uxx + uyy, 0 � x � a, 0 � y � b, t � 0 �52�

he boundary conditions

u�0,y,t� = g0�y,t�, u�a,y,t� = ga�y,t�

u�x,0,t� = h0�x,t�, u�x,b,t� = hb�x,t�, for all t � 0 �53�

Fig. 5 Scaled relative error at x=0.5 plot
using various numerical schemes, with �x

Fig. 4 Scaled relative error at x=0.
problem 1 using various numerical s
that the O„„�x…4

… error of the compo
error of the supercomposite scheme
the explicit method is not used here
error of the composite scheme „Eq. „40…… is cl

ournal of Heat Transfer
and the initial condition

u�x,y,0� = f�x,y�, 0 � x � a, 0 � y � b �54�

Following the preliminary steps as in the one-dimensional case,
we define �t�0 and let n and m be positive integers. Then, we
define

as a function of time for test problem 2
1, �=1/3, and V=1. Note that the O„„�x…4

…

lotted as a function of time for test
emes, with �x=0.1 and �=2/3. Note
scheme „Eq. „32…… and the O„„�x…6

…

q. „36…… are clearly illustrated. Also,
ce �>�*=1/2 for this method.
ted
=0.
5 p
ch

site
„E
sin
early illustrated.
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�x =
a

n + 1
, xi = i�x, i = 0,1, . . . ,n + 1

�y =
b

m + 1
, yj = j�y, j = 0,1, . . . ,m + 1 �55�

tk = k�t, k = 0,1,2, . . . , ui,j,k = u�xi,yj,tk�

or simplicity of exposition, we shall assume that �x=�y.
Suppose now that u is known at time tk. We shall now advance

he solution from t= tk to t= tk+2 in two distinct steps. Following
he ideas of the classical ADI method, see, e.g., Ref. �17�.

7.2 Step 1: t= tk to t= tk+1. For tk� t� tk+1 and 0� i�n+1,
� j�m+1, define

t = tk + �t	 and u�xi,yj,t� = ui,j,k + �t�i,j�	� �56�

or 0�	�1. We note that using definitions �55� and �56� and
oundary conditions �53�,

�0,j�	� =
g0�yj,tk + �t	� − g0�yj,tk�

�t
,

�57�

�n+1,j�	� =
ga�yj,tk + �t	� − ga�yj,tk�

�t

ith similar expressions holding for �i,o�	� and �i,m+1�	�. Hence,
hese quantities are known. However, each �i,j =�i,j�	�, i
1,2 , . . . ,n, j=1,2 , . . . ,m, is unknown and must be determined.
o determine these quantities, we evaluate Eq. �52� at x=xi and
=yj and approximate the terms uxx and uyy on the right side by

he usual second order finite difference formulas and write

ut�xi,yj,t� =
u�xi−1,yj,t� − 2u�xi,yj,t� + u�xi+1,yj,t�

��x�2 + 0„��x�2
…

+
u�xi,yj−1,t� − 2u�xi,yj,t� + u�xi,yj+1,t�

��y�2 + 0„��y�2
…

�58�

gnoring the O(��x�2) and O(��y�2) error terms, approximating
he term corresponding to uyy by its value at t= tk, and then using
q. �56�, Eq. �58� yields the relations

�i,j� = �i,j,k + ���i−1,j − 2�i,j + �i+1,j� i = 1,2, . . . ,n, j = 1,2, . . . ,m

�59�

here we have defined

�i,j,k �
ui−1,j,k − 2ui,j,k + ui+1,j,k

��x�2 +
ui,j−1,k − 2ui,j,k + ui,j+1,k

��y�2 ,

� �
�t

��x�2 �60�

or each fixed value of j, 1� j�m, Eqs. �59� are a system of n
tridiagonal� first order ODEs for the n unknowns ��i,j�	��, which
ust be solved subject to the initial conditions

�i,j�0� = 0, i = 1,2, . . . ,n �61�
hich follow from definitions �55� and �56�.
The form of Eqs. �59� is exactly the same as the form of the

quations for the quantities ��i� in the one space dimension case.
n particular, for small values of �, we have �i,j =�i,j,k	+0���.
ence, to leading order, setting 	=1 in Eq. �56� yields the rela-

ions

ui,j,k+1 = ui,j,k + �t�i,j,k 1 � i � n, 1 � j � m �62�

hich are the usual first order accurate explicit formulas. Also, the
˜�N�
ybrid perturbation–Galerkin approximation �i,j for �i,j is com-

61701-8 / Vol. 130, JUNE 2008
puted using the same ideas as in the one space dimension case. In
particular, for N=1, we set �̃i,j

�1,0�=�i,j
�1,0��i,j,k	 and find that �i,j

�1,0�

��i,j
�1.0��i,j,k satisfies Eq. �24�, with �i replaced by �i,j,k Thus, the

corresponding hybrid finite difference equations, using Eqs. �56�
with �i,j replaced by �̃i,j

�1,0� and with 	=1, are

ui,j,k+1 = ui,j,k + �t�i,j
�1,0�, 1 � i � n, 1 � j � m

where ��i,j
�1,0�� are determined by Eq. �24�, with �i replaced by

�i,j,k, a=−2, and b=c=1.

7.3 Step 2: t= tk+1 to t= tk+2. For tk+1� t� tk+2 and 0� i�n
+1, 0� j�m+1, define

t = tk+1 + �t	 and u�xi,yj,t� = ui,j,k+1 + �t�i,j�	� �63�

We again evaluate Eq. �52� at x=xi and y=yj and approximate the
terms uxx and uyy on the right side by the finite difference formulas
�Eq. �58��. Ignoring the O(��x�2) and O(��y�2) error terms, ap-
proximating the term corresponding to uxx by its value at t= tk+1,
and then using Eq. �63� yield the relations

�i,j� = �i,j,k+1 + ���i,j−1 − 2�i,j + �i,j+1�, j = 1,2, . . . ,m ,
�64�

i = 1,2, . . . ,n

For each fixed value of i, 1� i�n, Eqs. �64� are a system of m
�tridiagonal� first order ODEs for the m unknowns ��i,j�	��, which
must be solved subject to the initial conditions �Eq. �61��.

The form of Eqs. �64� is again exactly the same as the equations
for the quantities ��i� in the one space dimension case. Hence, the
leading order perturbation solution yields the explicit formula

ui,j,k+2 = ui,j,k+1 + �t�i,j,k+1, 1 � i � n, 1 � j � m �65�

Also, the hybrid perturbation–Galerkin approximation �̃i,j
�N� for �i,j

is computed using the same ideas as in the one space dimension
case. In particular, for N=1, we set �̃i,j

�1�=�i,j
�1,0��i,j,k+1	 and find

that �i,j
�1,0���i,j

�1,0��i,j,k+1 satisfies Eq. �24�, with �i now replaced by
�i,j,k+1. Thus, the corresponding hybrid finite difference equation,
using Eqs. �63� with �i,j replaced by �̃i,j

�1,0� and with 	=1, is

ui,j,k+2 = ui,j,k+1 + �t�i,j
�1,0�

where ��i,j
�1,0�� are again determined by Eq. �24�, with �i now

replaced by �i,j,k+1, a=−2, and b=c=1.
To illustrate these results, we consider two more test problems.
Test problem 3. We set a=b=1 and g0 �y , t�=ga�y , t�=h0�x , t�

=hb�x , t�=0 in Eq. �53�, and f�x ,y�=sin��x�sin��y� in Eq. �54�,
so that the exact solution is

u�x,y,t� = e−2�2t sin��x�sin��y�

In Fig. 6, we have plotted the scaled relative error at the midpoint
x=y=1 /2 as a function of t using the explicit scheme �Eq. �62��,
the classical ADI method, and the hybrid method defined above
for the case when �x=0.05 and �=0.25. As the figure illustrates,
for this example �with homogeneous boundary conditions�, the
error for both the explicit and ADI methods is O(��x�2), while the
error for the hybrid scheme is O(��x�4).

Test Problem 4. We again set a=b=1 and g0 �y , t�=ga�y , t�
=h0�x , t�=0, but let hb�x , t�=sin��x� in Eq. �53� and f�x ,y�
=sin��x� �sin��y�+sinh��y� /sinh���� in Eq. �54�, so that the ex-
act solution is

u�x,y,t� = sin��x�� sinh��y�
sinh���

+ e−2�2t sin��y��
In Fig. 7, we have plotted the scaled relative error at the midpoint
x=y=1 /2 as a function of t using the explicit scheme �Eq. �62��,
the classical ADI method, and the hybrid method defined above

for the case when �x=0.05 and �=0.25. As the figure illustrates,
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or this example �with nonhomogeneous boundary conditions�, all
hree errors are O(��x�2).

Summary and Discussion
A two-step hybrid analysis technique, which combines pertur-

ation techniques with the Galerkin method, has been used to
rovide a systematic way to develop new finite difference
chemes. These new schemes, referred to as hybrid equations,
ave been shown to have better stability properties than the clas-

Fig. 6 Scaled relative error at x=y=0.5 pl
using various numerical schemes, with �x
of the hybrid method „Sec. 7… is clearly illu

Fig. 7 Scaled relative error at x=y=0.5 pl
using various numerical schemes, with �x
hybrid method „Sec. 7… changes from O„„�

boundary conditions.

ournal of Heat Transfer
sical �explicit� schemes on which they are based and can be com-
bined with classical schemes to form higher order accurate meth-
ods. The solution of the hybrid finite difference equations requires
only a tridiagonal equation solver and, hence, can be solved in a
very efficient manner.

The basic method we have presented for deriving hybrid finite
difference equations can be extended in several directions. For
example, higher order perturbation solutions Pi

�N��	 ,�� for �i, with
N�1 �see Eqs. �15� and �16��, could be used in formulas �19�.

d as a function of time for test problem 3
05 and �=1/4. Note that the O„„�x…4

… error
ated.

d as a function of time for test problem 4
.05 and �=1/4. Note that the error of the
… to O„„�x…2

… due to the nonhomogeneous
otte
=0.
str
otte
=0

x…4
JUNE 2008, Vol. 130 / 061701-9



H
�
�
e
u
e

S
t
H
a

f
s
�
r
p
s

a
i

w
fi
d
e
n
i
t
o
c

t
t
i
m
c
c
f
t
t
d

N

0

owever, the resulting equations for ui,j+1, corresponding to Eq.
20�, and the subsequent hybrid equations, corresponding to Eq.
24�, would have increased bandwidth. In particular, the resulting
quations are no longer tridiagonal in nature, and also present the
sual problems of applying such schemes near boundaries �see,
.g., Ref. �16��.

The basic method we have used was formulated formally in
ec. 3 in such a manner that as �→0, the leading order perturba-

ion solution for v led to the classical explicit scheme for ui,j+1.
owever, a similar formulation could have been presented, which,

s �→0, would lead to the classical implicit scheme for ui,j+1.
In particular, the definitions in Eqs. �5� could be replaced by

t = tj+1 − �t	 and u�xi,t� = ui,j+1 − �t�i�	� �66�

or 0�	�1. In this case, the resulting equations for ��i� are very
imilar to Eq. �7�, but with j replaced by j+1 in the definition of
i in Eq. �8�. Consequently, setting 	=1 in Eq. �66�, i.e., by

equiring that ui,j =ui,j+1−�t�i �1�, and using the leading order
erturbation solution for �i lead �in place of Eq. �20�� to the clas-
ical implicit scheme

− �cui−1,j+1 + �1 − �a�ui,j+1 − �bui+1,j+1 = ui,j

Of course, taking a convex linear combination of definitions �5�
nd �66� would lead to Crank–Nicolson-type schemes as the lead-
ng order approximation.

Derivative boundary conditions can be handled by the method
e have presented by incorporating rather straightforward modi-
cations. One technique �see, e.g., Ref. �16�� is to assume that the
ifferential equation holds at the boundary and use a finite differ-
nce approximation to the derivative boundary condition to elimi-
ate the “fictitious” point that lies outside the spatial region of
nterest. This simply increases the size, but not the bandwidth, of
he equations that need to be solved. These extensions, as well as
thers, and the derivation of hybrid schemes for other PDEs are
urrently being investigated.

With regard to the time needed to carry out computation using
he hybrid method, there is an added computational step solving
he finite difference equations based on the hybrid solution. Solv-
ng for the “amplitude” functions requires solving a tridiagonal

atrix, but there are fast solvers to do so. To quantify the actual
ost and better represent this measure requires more extensive
alculations, which have yet to be done. The computational cost
or improved stability is likewise tied to the point just made about
he added hybrid solution step. The extension of the new scheme
o three dimensions is straightforward and is based on what was
one for the two-dimensional case.

omenclature
A � nn matrix
B � nn matrix of constants

a ,b ,c � coefficients in finite difference equations
d � n-component vector dependent on boundary

conditions
e � relative error

f�x� � initial condition
g ,h � dimensionless boundary conditions

T � local truncation error
t � dimensionless time
61701-10 / Vol. 130, JUNE 2008
u � dimensionless “temperature”
V � dimensionless velocity

x ,y � dimensionless coordinate
�x ,�y � grid spacing

Greek Symbols
� � advection/diffusion parameter
� � amplitude function

� ,� � perturbation parameters
� � eigenvalue
	 � dimensionless independent time
� � general dependent value

� � arbitrary parameter
� � determines central difference �=0� and upwind

�=1� approximations to ux

Subscripts
exp � explicit scheme

i � indices of grid point
J � index of time step
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Heat Transfer in High-Speed
Rotating Trapezoidal Duct With
Rib-Roughened Surfaces and Air
Bleeds From the Wall on the
Apical Side
An experimental study of heat transfer in a radially rotating trapezoidal duct with two
opposite walls roughened by 45 deg staggered ribs and bleed from the apical side wall is
performed. Centerline heat transfer variations on two rib-roughened surfaces are mea-
sured for radially outward flows with and without bleeds at test conditions of Reynolds
number (Re), rotation number (Ro), and density ratio ��� /�� in the ranges of 15,000–
30,000, 0–0.8, and 0.04–0.31, respectively. Geometrical configurations and rotation num-
bers tested have considerably extended the previous experiences that offer practical
applications to the trailing edge cooling of a gas turbine rotor blade. A selection of
experimental data illustrates the individual and interactive influences of Re, Ro, and
buoyancy number (Bu) on local heat transfer with and without bleeds. Local heat transfer
results are generated with the influences of bleeds on the apical side examined to estab-
lish heat transfer correlations with Re, Ro, and Bu as the controlling flow parameters for
design applications. The rotation of present trapezoidal duct with rib-roughened surfaces
and air bleeds on the apical side worsens the impairing heat transfer impacts due to
bleeds. Within the Ro range of 0.1–0.8, bleeds on the apical side of the rotating channel
respectively produce 25–50% and 25–40% of heat transfer reductions from the rotational
no-bleed references along the leading and trailing centerlines. Such heat transfer reduc-
tions due to the combined bleeds and Ro-Bu impacts need design precautions for turbine
rotor blades. �DOI: 10.1115/1.2891217�

Keywords: 45 deg angled and staggered ribs, bleeds on the apical side, high rotating
number, turbine rotor blade cooling
Introduction
Gas turbine rotor blades are cooled by means of film, impinge-
ent, and multipass channel cooling with airflows circulating

hrough several 180 deg sharp turns that connect straight channels
ith various cross-sectional shapes. These internal coolant chan-
els are fitted with a variety of surface ribs or pin fins to promote
he cooling performances. The internal coolant channel at the
railing edge of a gas turbine rotor blade is typically trapezoidal
ith a low channel aspect ratio, which usually bleeds airflows

hrough the discrete holes along its apical sidewall to cool the
ownstream static blades. As the occasion demands, the coolant is
lso bled from these internal cooling channels to facilitate the
xternal film cooling. Bleeds from either the rib floor or from the
pical sidewall of a trapezoidal duct modify the flow structures,
he boundary layer developments, and, therefore, the heat transfer
istributions over all constituent surfaces of the bleed channel.
xperimental evidences confirmed the considerable impacts of
ne-wall bleeds on the flow and heat transfer in a ribbed static
hannel �1–5�. Extractions of a coolant from the bleed holes
hrough the ribbed wall elevate the local heat transfer coefficients
n the vicinity of bleed holes �2�. With 20–25% of the drawing
oolant flow from the bleed holes in a two-pass square channel

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 7, 2007; final manuscript re-
eived August 17, 2007; published online April 22, 2008. Review conducted by

inking Chyu.

ournal of Heat Transfer Copyright © 20
roughened by a variety of surface ribs, Ekkad et al. demonstrated
that the regionally averaged heat transfer levels with bleeds were
similar as that for a rib-roughened surface without bleeds �3�.
Thurman and Poinsatte �4� examined the detailed heat transfer
distributions for a triple-pass channel roughened by transverse ribs
at the different bleed conditions of uniform bleed, increasing and
decreasing bleed flow rates per hole, or no bleed. The uniform
bleed condition generally provided the better heat transfer en-
hancement among the various bleed conditions studied in Ref. �4�.
Chanteloup and Bölics �5� performed the detailed particle image
velocimetry �PIV� flow measurements in a two-pass channel
roughened by staggered 45 deg ribs with bleeds from one ribbed
wall of the second passage. As the coolant flow is ejected from
one ribbed wall, the rib-induced secondary flow cells adjacent to
the bleed wall have almost diminished with its counter-rotating
secondary flow cells to be enlarged in the entire test channel.

As the internal coolant channels rotate with the turbine rotor
blade, the rotation manifesting effects interact with the modified
flow structures triggered by bleeds to provide synergistic influ-
ences on the flow and heat transfer in a rotating channel with
bleeds. The rotation induced Coriolis forces generate the second-
ary flows that interact with the rib triggered flows to produce a
rich mode of secondary flow patterns in a rotating ribbed channel.
The turbulence intensity is promoted on the unstable side but sup-
pressed on the stable side of an orthogonally rotating channel with
the spanwise roll cells generated as the relative strengths of Cori-
olis forces reach beyond the critical ratios �6�. The buoyancy-type

alteration to the flow field driven by the centrifugal acceleration in

JUNE 2008, Vol. 130 / 061702-108 by ASME
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he order of up to 50,000 g considerably affects the cooling per-
ormance of the internal coolant channel in a gas turbine rotor
lade �7�. However, the operating temperatures of a gas turbine
otor blade, the complex internal cooling configurations, as well
s the extremely high rotational speed have combined to oppose
he progress in acquiring the laboratory scale heat transfer data
ith a realistic simulation of engine conditions. Many previous

tudies for the turbine rotor blade cooling were confined to low
o with simplified channel geometries. Studies in Refs. �8–18�

ocus on the geometrical parameters relevant to the cooling per-
ormance of a rotating channel that include the configuration of
he rib floor, the channel orientation and cross-sectional shape, the
ype of surface roughness such as pin fin and dimple, and the

ultipass channels connected by 180 deg turns. Reductions of
eynolds number to elevate the rotational number also became a

ong term, but inadequate, approach for such laboratory scale ex-
eriments. This approach comprises the opportunity to stimulate
he turbulence structures at the conditions of high Re �Re

15,000�, which undermines the reflection of realistic rotational
ffects on turbulence structures for laboratory scale experiments.
n general, the typical gas turbine engine speed falls in the range
f 3000–20,000 rpm with the maximum Re of 100,000 for the
nternal coolant flow that gives the Ro range of 0–2 �19�. There is

strategic need to extend the experimental data in order to emu-
ate more closely the realistic engine conditions by extending the
anges of Re and Ro simultaneously. A touch of the realistic en-
ine conditions that simultaneously satisfy the conditions of Re
10,000 and Ro�0.45 are those studies preformed at high pres-

ures �20–26�. To acquire such laboratory scale heat transfer data,
ith Re, Ro, and �� /� simultaneously reaching the engine con-
itions, the rotating tests are performed with large hydraulic di-
meters of test channels at high pressures. Our preliminary studies
sing this approach have acquired two sets of heat transfer data in
he range of Re�Ro�13,500 and Ro�1.8 �25,26�. The present
tudy adopts the similar experimental approach but elevates Re to
he range of 15,000–30,000, which gives the rotation number up
o 0.8. Although it has been a common practice to bleed a coolant
n the apical side of the rotating trapezoidal duct at the trailing
dge of a gas turbine rotor blade, there is no previously published
eat transfer data from the rotating trapezoidal rib-roughened duct
ith bleeds on the apical side. In particular, the lack of heat trans-

er data obtained at high Re �Re�15,000� and high Ro �Ro
0.5� has been a long term problem for cooling applications to

urbine rotor blades. The originality of the present work is to
enerate the heat transfer data at high Re �15,000�Re�30,000�
nd high Ro �0.1�Re�0.8� for a set of rotating trapezoidal rib-
oughened ducts with and without air bleeds on the apical side.
he parametric analysis based on local Nusselt number ratios be-

ween two rotating ducts with and without bleeds is also the first
ime presentation that reveals the influences of bleeds on heat
ransfer performances in the rotating trapezoidal duct fitted with
5 deg staggered ribs.

Experimental Details

2.1 Parameters in the Experimental Study. The heat trans-
er characteristic in a rotating channel is parametrically controlled
y Reynolds �Re�, rotation �Ro�, and buoyancy �Bu� numbers that
espectively quantify the relative strengths of forced convection,
oriolis secondary flows, and buoyancy effects in their own

ights. The buoyancy number �Bu� in the dimensionless form of
� /� Ro2�R /d� quantifies the relative strength of the rotating
uoyancy effect. This experimental study is aimed at disclosing
he functional relationship of Eq. �1� for the present trapezoidal
otating duct with bleeds from its apical sidewall,

Nu = ��Re,Ro,Bu,X� �1�
he experimentally defined Nusselt number �Nu� in Eq. �1� is

alculated as

61702-2 / Vol. 130, JUNE 2008
Nu = qd/�k�Tw − Tb�� �2�

Determinations of q and Tb in Eq. �1� for this particular channel
geometry with bleeds from the wall on the apical side draw pre-
cautions in the stages of test-channel design and data reduction.
The convective heat flux q in Eq. �2� is obtained by subtracting
the external heat loss from the total heat flux supplied. The extent
and characteristics of the external heat loss are acquired by means
of a series of static and rotating heat-loss calibration tests that are
individually performed. Functional relationships between the ex-
ternal heat-loss flux and the wall-to-ambient temperature differ-
ence at five different rotational speeds are acquired. The equation
that evaluates the local heat-loss flux is incorporated into the data
processing program to account for the local convective heat flux
�q� at each axial station where Tw is measured. For this class of
experiment, the maximum heat loss is about 9.7% of the total heat
flux supplied.

It is impractical to perform the direct measurement of fluid
temperature �Tf� without disturbing the flow field in the test chan-
nel. In order to determine the fluid bulk temperature �Tb�, the local
enthalpy balance is accounted at each Tw measurement spot for
the entire channel at the test conditions with no bleed. In the
channel with bleeds, the coolant extractions from the discrete
bleed holes along the channel axis reduce the mass flow rate of the
coolant in a stepwise manner along the test channel. As the test
results acquired from the channel without bleed indicate that the
heat transfer distributions in the flow region after the seventh rib
consistently resemble the so-called repeated Nu profiles, the
present trapezoidal test channel is designed, with the first bleed
commencing after the airflow traverses seven sets of staggered
ribs. This developed flow assumption after the seventh rib in the
trapezoidal ribbed channel enables the adoption of Eq. �3� to
evaluate the axial gradient of Tb in the bleed section of the test
channel using the axial gradient of Tf evaluated from the tempera-
ture measurements at the exits of bleed holes,

�Tb/�x � �Tf/�x �3�

Having acquired the axial gradient of Tb approximated from Eq.
�3�, the fluid bulk temperatures in the bleed section of the test
channel are accordingly evaluated. The process of Tb evaluations
for the test channels with and without bleed is constantly checked
by comparing the calculated fluid bulk temperature with the actual
temperature measurement at the exit plane of the test channel. The
measured Tb value at the exit plane of the test channel is obtained
by averaging the temperature measurements at three different
spanwise locations with an equal interval. Data batches are ac-
cepted when the differences between the calculated and measured
Tb values are less than 8%. All the fluid properties required to
define the dimensionless parameters in Eq. �1� are evaluated at the
calculated Tb values.

With a predefined coolant mass flow rate �ṁ� for a specified
Reynolds number, the reduction of mean flow velocity is at-
tempted by increasing the pressure of airflow inside the rotating
channel, which increases Ro and Bu accordingly. The channel
pressure for all the static and rotational tests with and without
bleeds is fixed at 2.5 bars, which fixes the channel-to-ambient
pressure ratio at the value well above the pressure ratio for the
choke flow through each bleed hole. This measure is attempted to
obtain the fixed amount of coolant extraction from each bleed hole
at each set of Re-Ro condition so that the airflow rate of total
bleed extraction is basically controlled for both sets of static and
rotational tests. The result of this attempt is demonstrated in Fig.
1, which depicts the variations of total coolant extraction in terms
of ṁbleed and ṁbleed / ṁ versus Re in the static channel with bleeds.
As shown in Fig. 1, the total coolant extraction �ṁbleed� is approxi-
mately independent of Re for the present choked bleed flows at
the condition of constant channel pressure. As the airflow rate fed
into the test channel �ṁ� increases as Re increases, ratios of
˙ ˙
mbleed /m decrease with the increase of Re. In the rotating channel,
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he coolant extraction also operates at the choked condition, with
he channel pressure fixed at the constant level the same as the
ressure level inside the static channel. The data trends revealed in
ig. 1 are likely to be followed by that from a rotating channel
ith bleeds, which reassembles the basically uniform bleed con-
ition. This uniform bleed condition is reconfirmed by measuring
he pressure drops across the static test channels with bleeds at all
he Re tested. The pressure drops across the rib-roughened duct
all in the range of 4.5–21 mm H2O heights, so that the pressures
nside the entire static and rotating channels with bleeds remain
ell above the critical levels for the choked nozzle condition.
eat transfer results generated from the present study using the

hannel with bleeds from the wall on apical side are subject to the
leed condition featured in Fig. 1. Table 1 summarizes the para-
etric ranges of experimental tests. The maximum Re and Ro in
able 1 are not simultaneously attainable. With the Re range of
5,000–30,000, the present Ro and Bu ranges are considerably
xtended from the past research experiences �7–18�.

2.2 Experimental Setup. A detailed description of this rotat-
ng test rig as well as the instrumentation and data acquisition
ystems has been previously reported �25,26�. The rotating radius
R� from the center of rotation to the midspan of the test section is
47 mm, which is equivalent to 8.23 hydraulic diameters of the
est channel. As the properties of coolant, such as viscosity and
ensity, vary with the fluid temperature, the airflow rate entering
he test section is constantly adjusted to compensate such tem-
erature induced property variations, so that the variances, of Re
nd Ro at the flow entrance of the test section are controlled
ithin �1% of the targeting values.
The test module with airflow in the radially outward direction is

epicted in Fig. 2. The test section itself is trapezoidal with a
hannel length of 340 mm and made up of leading �1� and trailing
2� Teflon walls, together with the apical �3� and bottom �4� Teflon
idewalls. The widths of the apical and bottom sidewalls are
0 mm and 30 mm, respectively. After seven pairs of skewed ribs
rom the flow entrance, five bleed holes with a diameter of
.5 mm are sequentially positioned at the midrib locations along
he centerline of the apical side wall, as indicated in Fig. 2. These

ig. 1 Variations of the total coolant extraction „ṁbleed… and
raction „ṁbleed/ṁ… versus Re in the static channel with bleeds

Table 1 Range of experimental nondimensional parameters

Dimensionless parameter Range

Reynolds number �Re� 15,000–30,000
Rotation number �Ro� 0–0.8

Buoyancy number �Bu� 0.16–1.54
Density ratio ��� /�� 0.04–0.31

Tested Re at each rotation number
o Re Ro Re
.8 15,000 0.4 20,000, 25,000, 30,000
.6 20,000 0.3, 0.2 15,000, 20,000, 25,000, 30,000
.5 15,000, 20,000, 25,000 0.1
ournal of Heat Transfer
bleed holes drill through the 5 mm thick apical side wall with the
exit flow temperature to be measured by a thermocouple penetrat-
ing into each bleed passage �5� in the apical side wall �see Fig. 2�.
The leading, trailing, and side walls are physically held together
by means of a series of axial bolts to form the trapezoidal-
sectioned test channel with a hydraulic diameter �d� of 30 mm.
Heat transfer measurements and electrical heating power are only
provided over two opposite leading �6� and trailing �7� rib floors.
Each of these two ribbed heating foils ��6� and �7�� are produced
by forging a continuous 63 mm wide and 0.1 mm thick stainless-
steel foil. The heating foil gives an active heating length of
340 mm. Periodical surface ribs with an attack angle of 45 deg are
arranged in the staggered manner on two opposite leading and
trailing walls. Geometric features of each rib floor are character-
ized by four dimensionless parameters: rib angle of attack 	
=45 deg, rib height e �3 mm�/channel hydraulic diameter d
�30 mm�=0.1, rib pitch P �30 mm�/rib height e �3 mm�=10, and
rib land 1 �3 mm�/rib height e �3 mm�=1.

Surface areas of all the skewed ribs are taken into account for
the heating area as the realistic heat flux is evaluated. The high-
current, low-voltage dc electrical power is connected in a series to
heat two ribbed foils ��6� and �7��, which generates the basically
uniform heat flux heating conditions on two opposite leading and
trailing walls. The apical and bottom sidewalls of the trapezoidal
test channel are thermally adiabatic. For the present test-section
simulation, the distributions of heat flux over the top and two side
surfaces of each skewed rib remain uniform.

The electrical heating power is supplied and adjusted with the
power consumption measured by a wattmeter. Two rib-roughened
heating foils ��6� and �7�� are clamped between the top and bottom
Teflon flanges ��8� and �9�� in which two 3 mm thick copper
plates sandwich the heating foils to complete the electrical circuit.
Along the centerline of each leading or trailing rib floor, nine
K-type thermocouples �10� with equal intervals are sparkle
welded on the back of the stainless-steel heating foil ��6� and �7��
to measure the centerline wall temperatures. The coordinate sys-
tem and the locations of these thermocouples with respect to the
rib and midrib locations along the centerline of rib floor are indi-
cated in Fig. 2. Although the peripheral temperature variations are
expected due to a number of factors such as the bleeds on the
apical side, the channel rotation, and the rib-induced secondary
flows, this study is limited by the available channels of instrumen-
tation slip-ring unit. As a result, the peripheral heat transfer varia-
tions over the rib floors are not investigated by the present study.
It is also worth noting that the rotation angle of the present test
configuration is 90 deg, which is not representative for the typical
trailing edge cooling channel with a rotation angle of around
135 deg but features the asymmetric condition about the axial
axis. The main objective of the present study is to reveal the
influences of interactive Ro-Bu impacts upon the effects of bleeds
on heat transfer for the rotating trapezoidal duct roughened by
45 deg ribs.

A cylindrical plenum chamber �16� consolidates with the bot-
tom end flange �9� within which several layers of fine meshes �11�
are installed. The complete set of the test section is tightened
between the top and bottom flanges ��8� and �9�� by four draw
bolts �12�. A convergent channel of 150 mm length is fitted on the
top end flange �8� where an exhaust valve �13� is attached at the
exit end to adjust the pressure level inside the test section.

The fluid temperature at the flow entrance is measured by a
type-K thermocouple �14� penetrating into the entry plenum
chamber. The fluid properties required to evaluate Re and Ro
when the heat transfer test is performed are calculated based on
this measured air inlet temperature. The fluid temperature from
each bleed hole �Tf� in Eq. �3� is detected by the thermocouple �5�
penetrating into the core of each bleed passage. The local fluid
bulk temperature �Tb� at each measurement station is accordingly

defined using Eq. �3�. At the exit plane of the test channel, three
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ype-K thermocouples �15� penetrate into the test channel at three
ifferent spanwise locations, as indicated in Fig. 2. Depending on
he parametric conditions examined, the ranges of variation shown
n these three thermocouples at the exit of the test channel are
bout 10–30%.

2.3 Experimental Procedures. Initially, the static and rotat-
ng heat transfer tests for the channel without bleed are performed
o generate the database against which the heat transfer results for
he channel with bleeds are compared. To investigate the rotating
uoyancy effect, four ascending heater powers to raise the highest
w levels to 348 K, 373 K, 403 K, and 433 K are used for each
elected Re-Ro combination. The dimensionless data generated in
he phase of rotating experiments are analyzed to examine the
nfluences of rotation on heat transfer for the channel with bleeds
rom the wall on the apical side. However, it is impractical to

Fig. 2 Heat tra
liminate the influences of rotating buoyancy on heat transfer as

61702-4 / Vol. 130, JUNE 2008
the finite wall-to-fluid temperature difference is essential to ex-
perimentally define the Nusselt number. As a result, the experi-
mental heat transfer results generated in the series of rotational
tests involve certain degrees of buoyancy impacts. The so-called
zero-buoyancy heat transfer data are therefore acquired by ex-
trapolating the rotational heat transfer data into the limiting con-
dition of Bu=0. This regression procedure is attempted to define
the heat transfer level without the buoyancy interaction, so that
the analysis aimed at revealing the isolated Re and Ro effects
without the buoyancy interaction is performed using this set of
zero-buoyancy heat transfer data.

The majority of experimental uncertainties in calculating the
dimensionless groups summarized in Eq. �1� are attributed from
the temperature measurements as the fluid properties are estimated
in accordance with the local Tb. Also indicated by the uncertainty

er test module
nsf
analysis is the improved accuracy for the tests with the higher

Transactions of the ASME



h
fl
t
o
p
m
4

3

s
p
o
t
r
c
w
a
f
p
z
l
h
u
w
e
p
p
d
N
t
5
N
t
t
i
r
f
a
b
b
c
r
a
t
s
d
s
t
c
b
c
n

�
t
w
s
w
N
D
F
�
3
s
t
f
e

J

eater flux and Reynolds number that result in the larger wall-to-
uid temperature differences. Based on the method of estimating

he experimental uncertainty recommended by the editorial board
f ASME J. Heat Transfer �27�, with the wall-to-fluid bulk tem-
erature differences varying in the range of 37–68 K, the maxi-
um uncertainties for Nu, Re, Ro, and Bu are about 9.8%, 7.6%,

.1%, and 5.8%, respectively.

Results and Discussion

3.1 Heat Transfer at Static Conditions. At zero rotational
peed, the acquired wall temperature distributions along two op-
osite centerlines of leading and trailing rib floors with and with-
ut bleeds do not exhibit significant differences but only reflect
he differences between the rib and midrib locations due to the
ib-induced flow phenomena. The successive bleeds along the api-
al sidewall reduce the local airflow rate in a stepwise manner
hen the bulk flow travels along the bleed section. As a result, the

xial gradients of Tw and Tb over the bleed section are increased
rom the counterpart levels in the channel without bleed. Axial Tw
rofiles in the region after the seventh rib exhibit streamwise zig-
ag patterns with the lower wall temperatures developed at the rib
ocations relative to its adjacent downstream midrib spots. As the
eating condition over each rib floor corresponds closely to the
niform heat flux, the axial distributions of Tb in the channel
ithout bleed and between two successive bleed holes rise lin-

arly. The axial Nu0 variation after the airflow traverses seven
airs of skewed ribs shows the mirror image of the zigzag Tw
attern with the higher heat transfer rate at the rib location. This is
emonstrated in Fig. 3 where the axial distributions of Tw, Tb, and
u0 /Nu
 in the channels with and without bleeds are compared at

he Reynolds number of 25,000 with the nominal heat flux of
000 W m−2. By way of normalizing Nu0 with the Dittus–Boelter
usselt number �Nu
� �28�, the heat transfer enhancement from

he smooth-walled tube level is highlighted. The cross examina-
ions of Figs. 3�a� and 3�b� and Figs. 3�c� and 3�d� reveal the
mpacts of bleeds on the axial distributions of Tw and Nu0 /Nu
,
espectively. It is consistently followed by all the static heat trans-
er results, as typified in Fig. 3, that the reduced Nu0 /Nu
 ratios
re accompanied with the increased Tw levels in the section with
leeds. Unlike the flow scenarios developed in the channels with
leeds from the rib floor �1–4�, the present sidewall extractions
an neither bleed off the boundary layers over the rib floor nor
educe the extent of flow separation behind each rib. The favor-
ble mechanisms due to the bleeds from the rib floor are absent in
he present channel with bleeds on the apical side. However, the
trengths of secondary flows induced by the skewed ribs and the
ownstream flow momentum are likely to be weakened in the
tatic channel due to the bleeds on the apical side. Therefore, at
he comparable conditions defined in Fig. 3 for the two static
hannels with and without bleeds, the increased Tw levels over the
leed section are produced by the twofold impacts of the de-
reased heat transfer rate and the reduced local airflow rate that
eed design precautions.

Also shown in Figs. 3�b� and 3�c� are the results of Taslim et al.
1� and Johnson et al. �22�, which respectively investigate the heat
ransfer in the static trapezoidal duct roughened by 90 deg ribs
ith and without bleed on the apical side �1� and in the square

ectioned serpentine passages roughened by 45 deg ribs with and
ithout rotation �22�. With Re=25,000, the spatially averaged
usselt numbers reported in Ref. �1� are normalized by the
ittus–Boelter correlation �27�, as indicated by the dashed lines in
igs. 3�b� and 3�d�, while the local Nu0 values collected from Ref.
22� are divided by 0.0176Re0.8, seen as the data points in Figs.
�b� and 4�b�, in order to match their boundary conditions. As
een in Fig. 3�b�, the selection of heat transfer data compared in
he developed flow region falls in a similar range. The heat trans-
er levels in the two sets of trapezoidal rib-roughened ducts gen-

rated from the present study and from Taslim et al. �1� are

ournal of Heat Transfer
slightly higher than those in the square-sectioned passage rough-
ened by 45 deg ribs �22�. In the trapezoidal rib-roughened ducts,
the present Nu0 /Nu
 distributions shown in Fig. 3�d� decline in
the axial direction that are generally higher than the results re-
ported in Ref. �1�. It is noticed that the present bleeding airflows
operate at the choked conditions, which provide bleeding ratios
higher than those controlled by Taslim et al. �1� at the unchoked
conditions. Therefore, the present data trends displayed in Fig.
3�d� decline axially and fall below the data range reported in Ref.
�1� due to the high bleeding ratio �ṁbleed / ṁ� of about 56% at
Re=25,000 �see Fig. 1�. Nevertheless, justified by the similar
cited range of data points from three different research groups as
compared in Fig. 3�b�, the agreements of present heat transfer data
with previous investigations are satisfactory.

As typified in Fig. 3�b�, the tendency for the so-called zigzag
repeated-rib-type Nu0 /Nu
 variation takes place after the seventh
rib in the channel without bleed. In the section with bleeds on the
apical side, the axial heat transfer variations along two opposite
centerlines also follow the zigzag pattern but display an overall
declination, as shown in Fig. 3�d�. The so-called repeated rib flow
region is not observed in the bleed section of the present ribbed
channel at zero rotational speed. In the static ribbed channel, the
extent of data scatters at each x /d location driven by varying the
�� /� value in the present test range is small, which indicates the
negligible buoyancy impact. Over the Re ranges of 15,000–

Fig. 3 Axial distributions of Tw, Tb, and Nu0/Nu� in the static
channels with and without bleeds at a Reynolds number of
25,000
30,000, the Nu0 /Nu
 ratios vary in the range of 3.7–2.8, which

JUNE 2008, Vol. 130 / 061702-5



f
a
m

C
t
l

F
a
c

0

all systematically as Re increases. For the static channels with
nd without bleeds, the Nu0 versus Re relationships at the rib and
idrib locations are individually analyzed using Eq. �4�.

Nu0 = A�x/d� � Ren�x/d� �4�

oefficients A and n vary with the axial location �x /d� for both
est channels to reflect the effects of ribs, bleeds, and boundary
ayer developments on heat transfer. Table 2 summarizes the val-

ig. 4 Axial distributions of Tw, Tb, and Nu/Nu� along leading
nd trailing edges at Re=25,000 and Ro=0.3 for two rotating
hannels with and without bleed

Table 2 Coefficie

Location
x /d

No-bleed channel

Leading Trail

A n A

1.3a 0.0667 0.8 0.0777
3.9a 0.106 0.76 0.0123

Rib Mid
7.3c 0.542 0.6 0.836

7.8 and 8.3d 0.542 0.6 0.836
8.8 and 9.3e 0.542 0.6 0.836
9.8 and 10.3f 0.542 0.6 0.836

ax /d=1.3 �rib 1 and midrib 1-2�.
bx /d=3.9 �rib 4 and midrib 3-4�.
cx /d=7.3 �rib 8 and midrib 7-8�.
dx /d=7.8 and 8.3 �rib 9 and midrib 8-9�.
ex /d=8.8 and 9.3 �rib 10 and midrib 9-10�.
f
x /d=9.8 and 10.3 �rib 11 and midrib 10-11�.

61702-6 / Vol. 130, JUNE 2008
ues of A and n along the centerlines of leading and trailing rib
floors.

In the Re range of 15,000–30,000, heat transfer enhancements
generated by the present rib floors fall in the range of 2.8–3.4 and
3.7–4 times of Nu
 levels �28� for the test channels with and
without bleed, respectively. Bleeds on the apical side undermine
the overall heat transfer performances from the no-bleed refer-
ences to the extents of 96–50%, which decrease as Re increases.
Ratios of Nu0 /Nu
 in the present no-bleed channel generally
agree with the cited ranges reported for the channels with 45 deg
ribs �8,22�. Heat transfer results acquired by the present study are
deemed to be verified so that the two sets of Nu0 correlations are
taken as the references for assessing the rotational effect on heat
transfer for the present channel configurations.

3.2 Heat Transfer at Rotating Conditions. With rotating ra-
dially outward flows, leading-edge wall temperatures constantly
operate at higher levels compared to on trailing wall temperatures
at any Re-Ro combination. This result assures the generation of
Coriolis secondary flows even if the agitated rib flows prevail over
the rotating ribbed channel. Figure 4 depicts the axial distributions
of Tw, Tb, and Nu /Nu
 along the centerlines of leading and trail-
ing rib floors at Re=25,000 and Ro=0.3 for two rotating channels
with and without bleed, which are both subject to the nominal heat
flux of 4000 W m−2. Heat transfer results reported in Ref. �22� for
the rotating square passage fitted with 45 deg staggered ribs at the
same Re and Ro are comparable with present rotational heat trans-
fer data shown in Fig. 4�b�, which reveal the influences of the
cross-sectional shape of the rotating channel on heat transfer.
Coriolis-force effects create the leading-to-trailing Tw differences
that result in the higher local Nusselt numbers along the centerline
of the trailing wall relative to its leading counterparts for both
rotating trapezoidal and square channels. The trailing edge heat
transfer levels along the centerline of the present trapezoidal duct
depicted in Fig. 4�b� are in close agreement with those in the
square-sectioned passage. However, the leading-edge heat transfer
levels in the trapezoidal duct are generally higher than those in the
square-sectioned passage. As the rib-floor configurations between
the present study and the study of Johnson et al. �22� are identical
and the close agreements in static heat transfer results have been
demonstrated in Fig. 3�b�, such different heat transfer perfor-
mances along the leading centerline, as shown in Fig. 4�b�, are
caused by the different cross-sectional shapes of these rotating
channels.

The influences of bleeds on the axial distributions of Tw, Tb,
and Nu /Nu
 over the bleed section of the rotating channel, as
indicated in Figs. 4�c� and 4�d�, generally follow the static results

A and n for Nu0

Bleed channel

Leading Trailing

n A n A n

0.78 0.0595 0.81 0.0853 0.77
0.74 0.0975 0.76 0.105 0.75

Rib Midrib
0.55 0.796 0.54 0.509 0.59
0.55 0.588 0.57 0.829 0.53
0.55 0.685 0.55 0.875 0.52
0.55 0.797 0.53 1.01 0.5
nts

ing

rib
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Fig. 5 Axial distributions of Nu/Nu� ratios along leading and trailing centerlines with
Re=15,000, 20,000, 25,000, and 30,000 at a rotation number of 0.3 for the rotating chan-
nels with and without bleed
ournal of Heat Transfer JUNE 2008, Vol. 130 / 061702-7
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emonstrated in Figs. 3�c� and 3�d�. However, the extents of bleed
mpact on the axial distributions of Tw and Nu /Nu
 are different
etween the leading and trailing walls in the rotating channel. As
he considerable axial decreases of Nu /Nu
 ratios still persist over
he bleed section along the leading and trailing walls �see Fig.
�d��, the bleeds on the apical side can still affect the vortical
tructures over two opposite rib floors even if the Coriolis second-
ry flows are predominant in the rotating channel.

Figure 5 displays the axial distributions of Nu /Nu
 ratios along
he centerlines of leading and trailing walls with Re=15,000,
0,000, 25,000, and 30,000 at a fixed rotation number of 0.3 for
he rotating channels with and without bleed. At each Re exam-
ned, as shown in each plot of Fig. 5, three sets of distinguishable
xial heat transfer distributions driven by three buoyancy levels
long the leading or the trailing edge demonstrate the persistent
otating buoyancy effect on heat transfer. The upward Nu /Nu


rend driven by increasing �� /� ratio at each measurement station
uggests that the rotating buoyancy effect in isolation improves
ocal heat transfer for both rotating channels. For all the Re tested
t each selected rotation number, as exemplified in Fig. 5, data
ands driven by varying the �� /� ratio consistently show the
ider range along the leading centerline relative to its trailing-

dge result. The stronger rotating buoyancy impacts on heat trans-
er develop along the leading edge. Clear evidences of relatively
igh heat transfer levels along the trailing edge to its leading
ounterparts are reconfirmed for all the rotational results depicted
n Fig. 5. In addition to such Coriolis-force manifesting effects,
he bleeds on the apical side reduce heat transfer levels along both
eading and trailing centerlines from the no-bleed references with
redominant impacts on the trailing-edge heat transfer that incur
onsiderable axial heat transfer decays in the bleed section. For
he entire test conditions, the Nu /Nu
 ratios for the rotating
ibbed channels with and without bleeds respectively fall in the
anges of 1–3 and 3–5 as the combined effects of Re, Ro, and Bu.

As a major contribution of the present work to this technical
ommunity, the influences of bleeds on the apical side of the
otating trapezoidal duct fitted with 45 deg staggered ribs on two
evel walls are parametrically analyzed. Such influences are high-
ighted by comparing the local Nu measurements between the
otating channels with bleeds �Nubleed� and without bleed
Nuno bleed� along the leading and trailing centerlines over the
leed section. Figure 6 displays the axial variations of
ubleed /Nuno bleed along the leading �a� and trailing �b� edges at
o=0, 0.1, 0.4, and 0.6 with the nominal Re and density ratio

�� /�=��Tw−Tb�� of 20,000 and 0.14. As the heat transfer re-
ults in static conditions described previously, the lack of heat
ransfer augmentation mechanism from the scenario with bleeds
n the rib floor along with the accumulated losses of airflow rate
nside the trapezoidal ribbed duct by extracting the coolant on the
pical side result in the streamwise declination of Nu0 from the
o-bleed condition. Such heat transfer impediment due to bleeds
n the apical side is followed by all the rotational data trends
btained with Ro=0.1, 0.4, and 0.6, as seen in Fig. 6. With Ro
0, the ratios of Nubleed /Nuno bleed fall from 0.85 at the first bleed
ole to about 0.8 at the fifth bleed hole. Further increases of Ro
rom 0 to 0.6 systematically reduce the ratios of Nubleed /Nuno bleed
long both leading and trailing centerlines to 0.7 to 0.6 �leading�
nd 0.68 to 0.48 �trailing� at the first and fifth bleed holes, respec-
ively, as Ro=0.6. This particular result typified in Fig. 6 at Re
20,000 with the bleed ratio �ṁbleed / ṁ� of about 70% �see Fig. 1�
emonstrates that the impeding heat transfer effects due to bleeds
n the apical side are amplified by the combined Ro-Bu impacts
hat lead to further heat transfer reductions. The orthogonal rota-
ion of present trapezoidal duct worsens the impairing heat trans-
er impacts due to bleeds on the apical side. Within the Ro range
f 0.1–0.8, bleeds on the apical side produce 25–50% and 25–
0% of heat transfer reductions from the no-bleed references

long the leading and trailing centerlines, respectively. Such fur-

61702-8 / Vol. 130, JUNE 2008
ther heat transfer reductions due to the increase of Ro, as demon-
strated in Fig. 6, are worthy of precautions in the design stage of
turbine rotor blades.

3.3 Parametric Study and Data-Fitted Correlations. By
way of comparison with the static Nusselt number �Nu0�, the ro-
tational heat transfer data are expressed as the Nusselt number
ratio �Nu /Nu0�, which indexes the rotation induced heat transfer
variation from the static reference. As Nu0 is defined by Eq. �4�,
which involves the functional component of Ren, the expression
of the Nu /Nu0 ratio is attempted to isolate the Re effect from the
Ro-Bu impacts via the Ren relationship. This is testified by com-
paring the axial distributions of the Nu /Nu0 ratio obtained at a
fixed rotation number but with different Reynolds numbers of
15,000, 20,000, 25,000, and 30,000. The convergence of different
Nu /Nu0 ratios obtained from different Reynolds numbers at each
measurement station with a fixed rotation number verifies the ap-
plicability of isolating Re impacts from the rotational influences
via the Ren relationship. This is demonstrated in Fig. 7 in which
the axial distributions of the Nu /Nu0 ratio along the leading and
trailing edges of the bleed channel with four different Re at the
fixed rotation number of 0.1, 0.2, 0.3, 0.4, or 0.5 are compared.
The averaged density ratio ��� /�� along the leading or trailing
centerline is selected at a nominal value of 0.21 for each four sets
of data trend, as shown in Fig. 7. Giving the satisfactory data
convergence for each selected rotation number at each axial sta-
tion, the isolation of Re impacts from the rotation manifesting
mechanisms via the Ren relationship seems to be acceptable. The
ratios of Nu /Nu0 are constantly above unity along the trailing
centerline. The Nu /Nu0 ratio can fall to 0.42 at the rotation num-
ber of 0.2, which features the worst heat transfer scenario even if
the rotating buoyancy effect appears to enhance local heat trans-
fer. Nevertheless, the heat transfer results collected from the ro-
tating channel with bleeds are subject to the modified flow struc-
tures triggered by the coolant extractions that reduce the
downstream airflow rate in the accumulative manner. The subse-
quent parametric analysis is therefore individually performed for

Fig. 6 Axial distributions of Nubleed/Nuno bleed along „a… leading
and „b… trailing edges of the bleed section at Ro=0, 0.1, 0.4, and
0.6 with nominal Re and �„Tw−Tb… of 20,000 and 0.14
each measurement location in the bleed section.
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The heat transfer data at the limiting case of ��Tw−Tb�=0 but
o�0, which simulates the condition of zero buoyancy in a ro-

ating channel, are generated from the regression analysis. For a
et of predefined geometric configurations, the plot of the Nu /Nu0
atio against Ro2 ��Tw−Tb��R /d� is a meaningful way to unravel
he rotating buoyancy effect. The regression-type curve fitting for
ach series of data trend obtained with different Reynolds num-
ers but at a fixed rotation number leads to the limiting heat trans-
er solution at zero ��Tw−Tb�. This process is illustrated in Fig. 8,
hich produces the rotational zero-buoyancy heat transfer data

fter extrapolating a series of Nu /Nu0 ratios collected from a fixed
o toward the asymptotic value corresponding to zero Bu. As the
onverged linearlike increase of the Nu /Nu0 ratio driven by the
ncrease of Bu is evident for each Ro controlled data series dis-
layed in Fig. 8, the rotational heat transfer data at each measure-
ent location in the flow region with bleeds on the apical side is

Fig. 7 Axial distributions of the N
centerlines of the bleed channel
30,000 at rotation numbers of 0.1,
orrelated by the equation of

ournal of Heat Transfer
NuL,T

Nu0
= �1�Ro,x/d� + �2�Ro,x/d� � Ro2 ��Tw − Tb��R/d� �5�

In Eq. �5�, �1 and �2 are functions of Ro and the axial location,
which absorb the influences of bleeds on heat transfer. While the
magnitudes of �2 functions, which represent the various slopes of
the correlating lines shown in Fig. 8, reflect the degrees of rotating
buoyancy impact on heat transfer, the functional values of �1 at
various rotation numbers account for the rotational zero-buoyancy
heat transfer levels. The plot of the �1 value against Ro reveals
the isolated Ro impacts on local heat transfer without any buoy-
ancy interaction.

Figure 9 typifies the varying manners of the so-called zero-
buoyancy heat transfer data against Ro on two opposite rotating
rib floors at the axial locations in the section with bleeds on the
apical side. Acting by the Coriolis-force effect alone, heat transfer

u0 ratio along leading and trailing
h Re=15,000, 20,000, 25,000, and
0.3, 0.4, and 0.5
u/N
wit
differences between leading and trailing edges increase with the
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ncrease of Ro due to the growing strength of Coriolis secondary
ows. Also compared in each individual plot of Fig. 9 are the
xtrapolated Nu /Nu0 ratios at the zero-buoyancy conditions for
he present rotating channel without bleed. It is constantly shown
n Fig. 9 that the Nu /Nu0 ratios along the leading and trailing
enterlines of two rotating channels with and without bleed follow
similar track. Trailing edge heat transfer levels consistently in-

rease with the increase of Ro. Leading-edge heat transfer levels
re initially reduced but turned to be recovered as Ro increases
rom 0 to 0.8 for both rotating channels with and without bleeds.
n this respect, the worst heat transfer scenarios develop at the
otation number of 0.2 for all the axial locations along the leading
enterline over the bleed section. With such worst heat transfer
cenarios, the leading-edge Nu /Nu0 ratios fall in the range of
.4–0.45 over the bleed section of the present rotating channel.

Figure 10 examines the degrees of rotating buoyancy effects on
eat transfer by plotting �2 values against Ro where the results
cquired from the rotating channels with and without bleed are
ompared. Within the parametric range of 0.1Ro0.8, the gen-
ral data trend that shows that �2 values decrease as Ro increases

Fig. 8 Variations of the Nu/Nu0
numbers

Fig. 9 Variations of the zero-buoy

axial locations in the bleed section

61702-10 / Vol. 130, JUNE 2008
is followed by all the data series at each axial station along the
leading and trailing centerlines for both rotating channels with and
without bleeds. The �2 values in the rotating channel with bleeds
on the apical side are considerably less than the no-bleed refer-
ences as compared in each plot of Fig. 10. The physical implica-
tion of this result is the weakened rotating buoyancy effects on
heat transfer due to the bleeds on the apical side. Although the �2
values always remain positive in the range of 0.1Ro0.8 for
both rotating channels, which reconfirms the improved local heat
transfer by enhancing the relative strength of rotating buoyancy in
isolation, the reduction of �2 values as Ro increases signifies the
weakened heat transfer enhancement attributed from the buoyancy
interaction. It is evident that �2 values are functions of Ro. The
existence of coupling effects between Coriolis force and rotational
buoyancy is assured.

In the Ro range from 0.1 to 0.8, the zero-buoyancy heat transfer
levels in terms of Nu /Nu0 ratios along both leading and trailing
centerlines can be well correlated by linear functions, as shown in
Fig. 9. Evidences of this correlation process are typified in Fig. 9

tio against Bu at fixed rotation

y heat transfer data against Ro at
ra
anc
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here the lines shown are the regressive curves of the evaluated
ero-buoyancy heat transfer data. Varying manners of �2 values
gainst Ro are shown in Fig. 10, which follow the general trend of
xponential decay for both leading and trailing walls. In combi-
ation with the regression results depicted in Figs. 9 and 10, the
eat transfer correlations at the measurement stations in the bleed
ection of the present rotating channel along the leading and trail-
ng centerlines are derived with the functional structure of

Nu/Nu0 = „a1 + a2 � exp�a3 � Ro�… + �a4 + a5 � exp�a6

� Ro����Tw − Tb��R/d� � Ro2 �6�

oefficients as in Eq. �6� for the axial locations in the bleed sec-
ion of the present rotating channel are summarized in Table 3.

Fig. 10 Variations of the �2 value
and without bleed

Table 3 Correlative c

Location
x /d a1 a2

7.3 0 0.613
7.8 0 0.5475
8.3 0 0.54
8.8 0 0.4711
9.3 0 0.4451
9.8 0 0.4865

10.3 0 0.4511

Location
x /d

a1 a2
7.3 1.69 −1.04
7.8 1.84 −1.11
8.3 1.85 −1.14
8.8 1.88 −1.07
9.3 1.92 −1.177
9.8 1.77 −0.963

10.3 2.62 −1.84
ournal of Heat Transfer
The comparison of all the experimental measurements with the
correlative predictions from Eqs. �4� and �6� is performed to ex-
amine the overall success of the present experimental proposal.
Over the entire range of parametric conditions examined, 95% of
the present experimental data is found to agree within +30% of
the correlation proposed. This is demonstrated in Fig. 11 where
the experimental measurements and the correlative evaluations are
compared. Consider the complexities induced by the surface ribs,
bleeds on the apical side, Coriolis force, and rotating buoyancy.
This set of heat transfer correlation can offer a more realistic
reference for the design of internal cooling passages in a gas tur-
bine rotor blade with bleeds on the apical side. As shown in Fig.
11, which reviews the entire set of rotational heat transfer results,

inst Ro for rotating channels with

ficients as for Nu/Nu0

Leading edge

a4 a5 a6

03 0.18 10.9 −12.6
83 0.211 9.26 −12.4
57 0.1191 7.76 −10.1
47 0.1541 5.84 −9.41
89 0.147 4.89 −8.59
08 0.233 11.6 −15.4

31 0.109 1.94 −5.3

Trailing edge

a4 a5 a6

.7 0.35 4.27 −6.32
52 0.404 5.46 −7.83
69 0.369 2.44 −4.56
78 0.533 9.04 −9.77
05 0.575 9.59 −9.56
71 0.682 3.57 −8.09
11 0.533 5.04 −7.6
aga
oef

a3

0.15
0.29
0.38
0.49
0.46
0.56
0.6

a3

−3
−2.
−2.
−1.
−2.
−1.
−1.
JUNE 2008, Vol. 130 / 061702-11
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he local Nusselt number ratios of Nu /Nu0 are respectively in the
anges of 0.5–0.9 and 1–2.3 along the centerlines of leading and
railing rib floors over the bleed section. Nevertheless, extrapola-
ions of Eqs. �4� and �6� beyond the present parametric ranges can
sually give rise to uncertainties.

Conclusions
This experimental study compares heat transfer data between

wo sets of rotating channels with and without bleeds. Several
oncluding remarks summarized as follows are obtained from this
xperimental study.

1. In the Re range of 15,000–30,000, the present rib floors have
respectively generated the overall heat transfer enhance-
ments in the ranges of 2.8–3.4 and 3.7–4 times of Dittus–
Boelter levels for the static channels with and without bleed.
Coolant bleeds from the apical sidewall undermine the static
heat transfer performances from the no-bleed references to
the extents of 96% to 50%. Twofold impacts of bleeds on the
apical side of the trapezoidal duct, namely, the impeded
cooling performance and the reduced local airflow rate, re-
sult in considerable increases of Tw levels along the bleed
section in which the variations of the Nu0 /Nu
 ratio along
two opposite leading and trailing centerlines follow a zigzag
pattern but display an overall declination in the axial
direction.

2. Isolated Re impacts on rotational heat transfers over the
leading and trailing rib floors in the bleed section are well
accounted for by the Ren relationship for this rotating
configuration.

3. As Ro increases, the Coriolis-force effects in isolation cause
the trailing edge heat transfer to be consistently increased
from the static reference but initially reduce the leading-
edge heat transfer from the zero-rotation level that is fol-
lowed by a subsequent heat transfer recovery at the higher
rotation numbers for both rotating channels with and without
bleeds. The worst heat transfer scenarios develop at the ro-
tation number of 0.2 along the leading centerline over the
bleed section where the Nu /Nu0 ratios fall in the range of
0.4–0.45.

4. The individual rotating buoyancy effect improves local heat
transfer within the present parametric range examined. How-
ever, the rotating buoyancy effects decrease rapidly as Ro
increases so that the coupling Ro-Bu impacts on local
Nu /Nu0 ratios are demonstrated. Bleeds on the apical side of
the rotating trapezoidal duct suppress the degrees of rotating
buoyancy effect on heat transfer.

5. The increase of Ro systematically reduces the ratios of
Nubleed /Nuno bleed along both leading and trailing center-
lines. The impeding heat transfer effects due to bleeds on the
apical side at the static conditions are amplified by rotation,

Fig. 11 Comparison of experime
evaluations of Nu/Nu0.
which leads to further heat transfer reductions so that the

61702-12 / Vol. 130, JUNE 2008
orthogonal-mode rotation of the present trapezoidal duct
worsens the impairing heat transfer impacts due to bleeds on
the apical side.

6. All the heat transfer data generated by this study are pre-
sented by means of a set of heat transfer correlations that
permits the evaluations of individual and interactive effects
of Re, Ro, and Bu on Nu at the rib and midrib locations
along the leading and trailing centerlines. It is well known
that the local heat transfer measurements based on limited
thermocouple measurements cannot be representative of the
full-surface heat transfer of a rotating channel. These re-
ported heat transfer data at the rib and midrib locations
along the centerline of the leading and trailing walls are not
representative of the overall cooling performance of the
coolant channel in the trailing edge of a rotor blade. This set
of heat transfer correlations generated on the basis of limited
thermocouple measurements cannot be representative of the
regional-average heat transfer and, therefore, has very lim-
ited applications for blade design but is a measure to evalu-
ate all the heat transfer data generated by this phase of
experiments.
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Nomenclature

English Symbols
A, as, n � coefficients

Bu � buoyancy
number=Ro2��Tw−Tb��R /d�=Ro2��T�R /d�

d � hydraulic diameter of the trapezoidal flow duct
�m�

e � rib height �m�
k � thermal conductivity of fluid �W m−1 K−1�
l � rib land �m�

ṁ � mass flow of airflow from channel inlet
�kg s−1�

ṁbleed � mass flow of total bleed flow �kg s−1�
Nu � Nusselt number=qd / �k�Tw−Tb��

Nu0 � static Nusselt number
Nu
 � Nu value for fully developed turbulent duct

flow in stationary channels
P � rib pitch �m�

Pr � Prandtl number=�Cp /k
q � convective heat flux �W m−2�

Re � Reynolds number=�Wmd /�
R � rotating radius at midspan of the test duct from

the rotating axis �m�
Ro

l measurements and correlative
nta
� rotating number=�d /Wm
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Tb � fluid bulk temperature �K�
Tf � local fluid temperature �K�
Tw � wall temperature of the test duct �K�

Wm � mean through flow velocity �m s−1�
x � axial location �m�
X � dimensionless axial location=x /d

reek Symbols
	 � rib angle of attack �deg�
� � thermal expansion coefficient of fluid �K−1�
� � fluid density �kg m−3�
� � fluid dynamic viscosity �kg s−1 m−1�
� � rotating speed of test duct �rad−1�

�, �1, �2 � unknown functions

ubscripts
L � centerline of rotating leading edge
T � centerline of rotating trailing edge
0 � nonrotating situation
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Energy Separation in the Wake
of a Cylinder
Energy separation is a spontaneous redistribution of total energy (enthalpy) in a fluid
without external work or heat flow, resulting in some portion of fluid having higher total
energy (enthalpy) and another portion having lower energy (enthalpy) than the surround-
ing fluid. The present study investigates the mechanism of energy separation in the vortex
field behind an adiabatic circular cylinder. Time-averaged velocity and temperature mea-
surements are carried out in the wake of a cylinder in a cross flow of air. The measure-
ments are performed at downstream locations of three, five, seven, and ten diameters, for
a Reynolds number, based on upstream velocity and cylinder diameter, of 9.2�104 and
freestream Mach number of 0.22. The measured velocity and recovery temperature data
are expressed in nondimensional form as an energy separation factor. The distribution of
energy separation factor indicates that the main cause of energy separation is the peri-
odic vortex flow in the wake. The vortex strength and the separation effect decrease as the
flow moves downstream. However, energy separation is observed even ten diameters
downstream. �DOI: 10.1115/1.2891222�

Keywords: Energy separation, total temperature, moving vortices, recovery factor, tur-
bulence effects, separated flow
Introduction
The phenomenon of energy separation was first observed by

anque �1� in studies of a vortex tube. Extensive numerical and
xperimental studies have shown the presence of energy separa-
ion under different flow conditions including resonance tubes �2�,
aminar and turbulent boundary layers �3,4�, jet impingement
ows �5–7�, free shear layer �8–10�, and vortex streets behind
lunt bodies �11,12�. Different mechanisms for energy separation
re proposed for these different flow situations. However, the ex-
ct mechanism of energy separation is still not completely under-
tood. For free shear flows such as jet flows and blunt body
akes, it is commonly believed that unsteady vortices are the

ause of energy separation.
Eckert �13� presented a model of a single vortex rotating clock-

ise while being convected to the right in explaining energy sepa-
ation. The model considers that the vortex consists of a viscous
ore and an inviscid outer layer. It has a swirling velocity of Vw
nd a freestream convective velocity V0. To better understand the
emperature distribution in the vortex region, consider a dimen-
ionless total temperature inside this vortex represented by
Cp�Tt−Tt,�� /V0Vw�, where Tt,� is the total temperature of the
ow far away from the vortex center. It is then seen that the total

emperature Tt in the upper half of the vortex is higher than the
reestream total temperature Tt,� and the reverse is true for the
ower half of vortex. Figure 1 shows the velocity field and iso-
herms for the flow around such a vortex. The total temperature
xtrema are located at the border between the viscous and inviscid
egions.

Kurosaka et al. �14� suggested a similar mechanism for energy
eparation in a vortex street based on the energy equation for
nviscid flow without conduction as given in

�Cp
DTt

Dt
= �

Dht

Dt
=

�p

�t
�1�

he key points of this model are that the total temperature follows
he temporal fluctuations in the pressure for an unsteady flow and
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the pressure in the center of the vortex is lower than outside.
Hence, the total temperature of a fluid element following the
trochoidal-like path line in a vortex street �Fig. 2� starts to fall as
it moves from 12 o’clock to 6 o’clock position since the low
pressure vortex center is approaching the fluid element. The pres-
sure rises as the vortex passes by the fluid element for the second
half of the cycle and the total temperature of the fluid element
rises.

Numerical and experimental studies by Han and Goldstein �8,9�
and Seol and Goldstein �10� support the above mechanisms for the
case of free jet flows.

1.1 Flow Characteristics in the Wake of Cylinder. The flow
over a circular cylinder forms an unsteady laminar wake when the
Reynolds number is larger than some relatively small value �Re
�48� �15�. Friehe’s experiments �16� at low Reynolds numbers
�50�Re�175� indicate a constant Strouhal number �St
= fD /U�� of �0.2 for Re�90. Other researchers �17–19� showed
that St is invariant and equal to �0.2 up to the critical Reynolds
number �Re�2.0�105�, characterized by a laminar boundary
layer on the front of the cylinder surface. A theoretical calculation
based on inviscid Orr–Sommerfeld equation �instability analysis�
by Triantafyllou et al. �20� indicates St=0.21 at Re=1.4�105.
Beyond the critical Re, the flow in the wake is not two dimen-
sional and hence lacks the periodic nature of the vortex shedding
�18�. This observation is also confirmed by studies �21,22� for
2.0�105�Re�3.5�106. Bearman �21� found a very high Strou-
hal number �St=0.46� at Re=5.5�105. However, Roshko �22�
found at supercritical range of Reynolds number �Re�3.5
�106�, a harmonic vortex shedding process with St=0.27. Naka-
gawa �23� used a Mach–Zehnder interferometer to investigate vor-
tex shedding around a circular cylinder with Re=1.7�105 and
M�=0.391. The density variation captured in the flow visualiza-
tion shows the separation of total pressure due to the vortex shed-
ding process. The vortex shedding frequency was found to corre-
spond to St=0.1848. He also found St to be independent of Re
and M�. Nakagawa �24� in a similar experiment �0.696�105

�Re�4.137�105 and 0.1522�M��1.9049� with a square cyl-
inder found that periodic vortex shedding occurs even in the pres-
ence of shock waves. The shape of the vortex, however, is de-

formed by the shock wave.
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1.2 Energy Separation in the Wake of Cylinder. To under-
tand the phenomenon of aerodynamic heating, extensive experi-
entation was done in the late 1930s. Eckert and Weise �3�, while

tudying flow past a circular cylinder, found that the surface tem-
erature of an adiabatic cylinder decreases from the front stagna-
ion line to the rear stagnation line for Re=1.4�105, M�=0.685.
hey found at the rear stagnation line, the surface temperature
as less than even the static temperature of the flow. Later Ryan

25� confirmed these experiments finding evidence of this anoma-
ous behavior �which he called “aerodynamic cooling”� in the
ake of a cylinder. He also found this cooling effect enhanced
hen vortex shedding was intensified by external acoustics. Th-
mann �26� repeated the measurements for 6.0�104�Re�3.2
105 and 0.5�M��3.0 and found good agreement with previ-

us researchers.
However, near sonic speeds, the cylinder surface temperature at

he rear stagnation line showed no cooling effect. He argued that if
ortex shedding is the cause of the energy separation, there should
e no vortex shedding at sonic speeds. The Schlieren photographs
ndeed support this argument. Later, many researchers �12,14,27�
onfirmed the energy separation on the surface of cylinder and
lso showed that intensified vortex shedding strengthens the en-
rgy separation. Experimental evidence for the mechanism pro-
osed by Kurosaka et al. �14� was found by Ng et al. �28� through
ime accurate measurements of simultaneous total pressure and
otal temperature in the wake of a cylinder for Re=2.3�105 and

�=0.4. The time traces of total temperature and total pressure in

ig. 1 Velocity field and total temperature distribution near a
ortex †13‡

ig. 2 Variation of total temperature along a path line in a vor-

ex street †14‡
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the near wake are quantitatively similar supporting the theoretical
arguments.

Few direct measurements of energy separation in the wake of a
cylinder are available. Some are restricted to supersonic or tran-
sonic flow regimes. The mechanism of energy separation as pro-
posed by Eckert �13� and Kurosaka et al. �14� indicates that en-
ergy separation should be evident and measurable even in low
speed gas flows. Hence, the objective of the present work is to
study the time-averaged energy separation phenomena in the wake
of a circular cylinder. It includes measurement of the average total
temperature distribution in the wake along with velocity measure-
ments at different downstream locations.

2 Experimental Apparatus and Procedure

2.1 Experimental Facility. A subsonic suction-type wind
tunnel is used in the study. Air enters the tunnel through a bell-
mouth inlet of 609�609 mm2 cross section and passes through a
flow straightener and air filter. Downstream three wire mesh
screens placed 100 mm apart reduce the freestream turbulence
level. To achieve the air speed necessary for a sufficiently large
dynamic temperature required in the experiment, two flow con-
tractions having area ratios 9:1 and 5:3 are introduced between the
screens and the test section. The combined effect of the two con-
tractions allows a maximum speed of 95 m /s in the test section
without any obstruction.

The test section is a 1346 mm long rectangular duct made of
19 mm thick Plexiglas sheets with a cross section of 120 mm
�height��203 mm �width� �Fig. 3�a��. Two test windows, 305
�127 mm, are provided on top and bottom walls of the duct.
Holes drilled in the test windows allow insertion of the vertical
test cylinder. Two slots of length 300 mm, width 5 mm and
50 mm apart are cut through a sidewall for insertion of tempera-
ture and hot wire probes. The adiabatic test cylinder shown in Fig.
3�b� is made of phenolic and is partially hollowed with 19 mm

Fig. 3 Schematic diagram of test apparatus
outside diameter �o.d.� and 10.2 mm inside diameter �i.d.�. The
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esultant blockage with the vertical cylinder in the test section is
.4%.

The total temperature in the wake of the cylinder is measured
ith a recovery temperature probe and the velocity and turbulent

ntensity are measured with a hot wire anemometer.

2.2 Recovery Temperature Probe. A thermocouple probe is
sed to measure the local total temperature in the wake of the
ylinder. Initially, a stagnation �total� temperature probe was used
29�. With this, the flow slows down inside a small cylindrical
ube �with flow inlet to exit ratio=8:1� and its temperature is

easured with a K-type thermocouple junction. The recovery fac-
or of this probe is very close to 1 ��0.99�; thus, it measures the
tagnation temperature directly. However, due to the tubular struc-
ure of the probe and its directional sensitivity, it is not accurate in
he near wake region of the cylinder where the flow is highly
ortical and two or three dimensional. Hence, a bare wire thermo-
ouple probe is used in the present experiment.

The present recovery temperature probe is based on design
deas of Hottel and Kalitinsky �30� and Moffat �31� for bare wire
hermocouple probes �Fig. 4�. It consists of a butt-joint K-type
hermocouple made from sheathed wires. A small portion of the
ire insulation is removed close to the butt joint, which is posi-

ioned midway between two circular arc steel tubes 5 mm apart.
hese tubes carry the thermocouple wires and also act as support

or the junction. The support arms join in a plastic base cap at-
ached to a 350 mm long steel tube �5 mm o.d., 3.6 mm i.d.�.
dditional supports �as shown in Fig. 4� from the circular arc

ubes to this steel tube reduce vibration of the thermocouple
unction.

The flow near the thermocouple junction should be unaffected
y the support structure of the probe. Hence, the circular arc tubes
re chosen to be of sufficient length such that the junction is far
rom the front stagnation line of the support tube �approximately
ight diameters of support tube o.d.�. Potential flow theory is used
o calculate the minimum distance between the support tube and
he thermocouple junction.

The choice of a K-type thermocouple is based on the thermal
nalysis of the probe. The relatively low conductivity of alumel
nd chromel helps minimize the conduction error. Also, a butt-

FRONT VIEW
Magnified

View of Cap

Steel Tube

Base Cap

Circular Arc
Support

0.6

4.75

1.5

4.75

3.6

4 8
4

35
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38

5

TOP VIEW

Support

TC Location

30 gage

(Butt Joint)
K−type TC
(0.2546)

ig. 4 Schematic diagram of recovery temperature probe „all
imensions in mm…
oint thermocouple junction �in comparison with a bead joint� ex-

ournal of Heat Transfer
posed to cross flow shows stable recovery factor characteristics
for different freestream velocities �30�. Smaller diameter wire re-
duces conduction error but also reduces structural strength. Thirty
gauge �0.2546 mm diameter� K-type thermocouple wires with a
butt-joint junction are the reasonable compromise chosen for the
recovery temperature probe.

2.3 Experimental Procedure. An automated traversing sys-
tem moves the recovery temperature probe and hot wire velocity
probe in the wake of the cylinder. The basic parts of the automa-
tion are a mounting setup, stepper motor, and motion controller.
The mounting setup consists of a C shaped holder attached to the
traverse and the stepper motor. A coupling is used to connect the
motor shaft to the traverse shaft. A M063-FD09 model stepper
motor from Superior Electric Inc. is used. It has a resolution of
200 steps per revolution or 1.8 deg per step. Combined with the
traverse screw pitch of 1.27 mm �0.05 in.�, the smallest displace-
ment possible with this setup is 6.25 �m. A four-axis motion con-
troller by Centroid operates the stepper motor. The Centroid mo-
tion controller connects to the computer �Linux workstation� by a
RS-232 port. The automated traverse can span the entire width
�203 mm� of the test section, but the motion is restricted to
−96 mm to +70 mm with respect to the axis of the cylinder due
to the structural constraints on the temperature probe. The probe is
moved in steps of 2 mm, resulting in 84 measurements at each
x /D=−20, 3, 5, 7, and 10 �Fig. 3�a��.

The recovery temperature probe is calibrated at different air
speeds to assess its accuracy and consistency in measuring the
recovery temperature in the flow. The recovery factor �defined in
Eq. �2��

r = 1 +
Tr,00 − Tt,�

U00
2 /2Cp

= 1 +
Tr,00 − Tt,�

Td,00
�2�

is calculated by measuring the recovery temperature of the probe
�Tr,00� for a known flow velocity �U00� and total temperature
�Tt,��. The recovery probe is placed in the wind tunnel in the
absence of the cylinder during the calibration. A pitot tube is
placed close to the probe to measure the freestream velocity. Note
that the probe is calibrated in a uniform low turbulence
��0.25% � flow. The total temperature of the flow is measured
with five K-type thermocouples at the entrance of the wind tunnel
where the dynamic temperature is negligible. Four thermocouples
are placed at the midpoints of the four sides of the inlet and one
thermocouple is placed at the center of the inlet section �609
�609 mm2�. The average temperature of the five inlet thermo-
couples is used as Tt,� and the probe temperature is the recovery
temperature Tr,00. Using these values of Tt,� and Tr,00, the recov-
ery factor for the probe is determined using Eq. �2�. During the
experiments, it is possible to maintain a standard deviation of
0.01°C between the five inlet thermocouple temperatures. Figure
5 shows the variation of recovery factor as a function of the
freestream velocity. The recovery factor is found to be
0.735�0.02, and is a constant for the velocity range studied
�60–95 m /s�.

Velocity and temperature measurements downstream of the cyl-
inder are taken simultaneously with hotwire velocity and recovery
temperature probes inserted through two slots �separated by
50 mm in spanwise direction� in the sidewall of the test section
�Fig. 3�a��. Experiments are repeated with the probe positions
interchanged. The flow is found to be two dimensional with no
influence of the spanwise location. As the recovery temperature
probe moves in the wake of cylinder, the total temperature of the
flow measured at wind tunnel inlet is continuously monitored.
This reference total temperature is used to calculate the energy
separation factor at each location of the recovery temperature
probe. Hot wire measurements are used to obtain the instanta-
neous velocity �U�, which is used to calculate the time-averaged

¯
velocity �U� and random fluctuations u� and v�.

JUNE 2008, Vol. 130 / 061703-3
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Results and Discussion

3.1 Data Reduction Procedure and Calculations. The time-
veraged total temperature in the wake of the cylinder is normal-
zed by the freestream dynamic temperature and expressed as an
nergy separation factor �S� �Eq. �3��.

S =
Tt − Tt,�

Td,�
=

Tr + �1 − r�Td − Tt,�

Td,�
�3�

here

Td =
U2

2Cp
=

�Ū2 + u�2 + v�2�
2Cp

�4�

he local average dynamic temperature given by Eq. �4� is ob-
ained from the hot wire velocity measurement data for the par-
icular cross stream �y /D� location. The hot wire is placed parallel
o the cylinder axis �Z direction�, thus capturing both streamwise
u�� and cross stream �v�� velocity fluctuations. Velocity fluctua-
ions �w�� in the spanwise direction �Z direction� along with v� are
easured separately with the hot wire placed parallel to stream-
ise direction �X direction� and found to be negligible �w� /u�
0.1�. Thus, the local average energy separation factor, as calcu-

ated by Eq. �3�, considers the local turbulent fluctuations, which
re found to be significant in the wake region of the cylinder.
igure 6 shows normalized local dynamic temperature in the wake
f the cylinder at x /D=3. Local dynamic temperatures obtained
sing the mean velocity alone and using Eq. �4� are normalized by
he dynamic temperature using the freestream velocity. Turbulent
uctuations at this location are significant in affecting the energy
eparation factor. Figures 7 and 8 show the normalized velocity
nd turbulent intensity profiles upstream and at all four down-

tream locations. The turbulence intensity ��u�2+v�2�0.5 / Ū� up-
tream of the cylinder at x /D=−20 is �0.2%. The energy sepa-
ation factor is calculated from the measurements of recovery
emperature at all four downstream locations for the same
reestream velocity �Fig. 9�. The overall uncertainty in S is

0.021. The uncertainty is not expressed as percentage of typical
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ig. 5 Recovery factor calibration of recovery temperature
robe
alue in this case because the typical value of S is close to 0.
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3.2 Energy Balance Calculations. The measurement validity
is checked by calculating the energy balance from the measured
values of total enthalpy flow upstream �20 diameters from the
cylinder �Fig. 3�a��, denoted by suffix 0 in Eq. �5�� and down-
stream of the cylinder. The total enthalpy difference between the

upstream and downstream locations �	Ḣt� is normalized by the
enthalpy of the flowing mass with the dynamic temperature of the

freestream �Ḣd,�� as shown in

	Ḣt

Ḣd,�

=
�ṁ0Cp�Tt,0 − Tt,��dy − �ṁCp�Tt − Tt,��dy

�ṁ0CpTd,�dy

=
��HŪ0Cp�Tt,0 − Tt,��dy − ��HŪCp�Tt − Tt,��dy

��HŪ0CpTd,�dy

=
1

W
�� Ū0

U�

S0dy −� Ū

U�

Sdy	 �5�

where

U� =
1

W�−W/2

W/2

Ū0dy �6�

The spatially averaged upstream velocity �U�� as defined by Eq.
�6� is used to normalize the average upstream and downstream
velocities and to calculate upstream dynamic temperature �Td,��.
The normalized enthalpy flux �S · Ū /U�� at all cross stream loca-
tions �y /D� is obtained both upstream and downstream of the
cylinder with reference total temperature measured at the wind

tunnel inlet �Tt,��. The normalized enthalpy flux �S · Ū /U�� is
plotted at all cross stream locations �y /D� in Fig. 10. Since the
profiles are symmetric in the Y direction, the normalized enthalpy
flux is integrated over the half width of the tunnel �−5.05
y /D

0� and is used to verify the energy conservation. The value of
energy separation factor upstream �S0� is typically 0.

Figure 10 may give the impression that energy is not conserved
in the energy separation process. Since S approaches, a value of 0
near the outer wake limits forcing the energy contribution of the
accelerated flow region to be 0. However, the same data expressed
in equivalent dimensional form �in terms of product of total tem-
perature �°C� and normalized velocity, Fig. 11� show the positive
energy content in the outer wake region explaining the apparent
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Fig. 6 Effect of turbulent fluctuations on measurement of local
dynamic temperature „x /D=3, Re=9.2Ã104

…

anomaly. The results are also summarized in Table 1. It shows the
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patially and temporally averaged streamwise velocity at every

ownstream location �
Ū�� �defined in Eq. �7�� normalized by spa-
ially and temporally averaged upstream velocity �U��.

0.6

0.8

1.0

1.2

<−− Test section wall

0.6

0.8

1.0

1.2

0.6

0.8

1.0

1.2
U

/U
∞

0.6

0.8

1.0

1.2

−5 −4 −3 −2 −1
0.6

0.8

1.0

1.2

Fig. 7 Time-average velocity profi
Ã104

0
10
20
30
40
50

<−− Test section wall
x/D = −20

0
10
20
30
40
50

x/D = 3

0
10
20
30
40
50

T
ur

bu
le

nt
In

te
ns

ity
[(

u′2
+

v′2
)0.

5 /U
]%

x/D = 5

0
10
20
30
40
50

x/D = 7

−5 −4 −3 −2 −1 0 1 2 3 4 5
0

10
20
30
40
50

y/D

x/D = 10

ig. 8 Turbulent intensity profile at x /D=−20,3,5,7,10 for Re
4
9.2Ã10

ournal of Heat Transfer

Ū� =
1

W�−W/2

W/2

Ūdy �7�

This fraction is an indicator of the mass balance at various down-
stream locations and the results show mass balance within 1%.
The energy balance is evaluated at all downstream locations and

the results are within 10% of the flow enthalpy �Ḣd,�� �Table 1�. It
is important to note that normalized enthalpy flux balance based
on inlet flow enthalpy would result in an enthalpy balance of the
order of a tenth of a percent due to the large enthalpy of the flow
at room temperature. Also, the inlet flow enthalpy is not represen-
tative of the energy that is redistributed within the flow as a result
of energy separation. Hence, an enthalpy associated with the dy-
namic temperature of the freestream is defined. This quantity rep-
resents the maximum energy that can be distributed within the
fluid as a result of energy separation. Satisfactory values of mass
and energy balance recorded in the study give authenticity to the
experimental results.

3.3 Effect of Downstream Location. Measurements are
taken at 20 diameters upstream and 3, 5, 7, and 10 diameters
downstream of the cylinder for U��76 m /s corresponding to
Re=9.2�104.

There are several factors to be noted from these results:

1. The velocity profiles �Fig. 7� show a blockage effect due to
the presence of the cylinder. The velocity outside the wake is
higher than the corresponding upstream velocity �U��.

2. The profiles indicate a general increase in the size of the
wake as flow moves downstream.

3. The turbulent intensity at the location x /D=3 is very high
and contributes significantly in the determination of the re-

x/D = −20

x/D = 3

x/D = 5

x/D = 7

0 1 2 3 4 5
y/D

x/D = 10

at x /D=−20,3,5,7,10 for Re=9.2
le
covery temperature and hence the energy separation factor.
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This effect is clear from Fig. 6, which shows the effect of
turbulence on the local dynamic temperature.

he recovery temperature is measured at the same locations and
he data are reduced in the form of energy separation factor as
alculated from Eq. �3� and plotted in Fig. 9. Some important
actors can be noted from the results:

1. The profiles clearly indicate the existence of energy separa-
tion in the wake of the cylinder.

2. The energy separation factor is very close to zero outside the
wake, thus indicating that the total energy of the fluid flow-
ing in this region remains nearly constant.

3. The energy separation factor is negative near the centerline
�e.g., S=−0.427 at x /D=3 and y /D=0� and positive near the
wake limits �e.g., S=0.020 at x /D=3 and y /D=1.26�, indi-
cating lower total temperature near the wake centerline and
higher total temperature in the outer wake. This behavior
supports the energy separation mechanism discussed by
Eckert �13� and Kurosaka et al.�14�. Also, the negative en-
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Fig. 11 Time-average enthalpy flux
=9.2Ã104

able 1 Energy separation factor, mass balance, and enthalpy
ux balance results „Re=9.2Ã104

…

x /D S centerline

Ū�

U�

	Ḣt

Ḣd,�

3 −0.427 99.7% 5.95%
5 −0.318 100.4% −0.70%
7 −0.230 100.1% 1.68%
10 −0.251 99.2% 9.98%
ournal of Heat Transfer
ergy separation region on either side of the wake centerline
increases away from the centerline as flow moves down-
stream, indicating slight vortex growth.

4. The magnitude of the energy separation decreases as the
flow moves downstream. Thus, no significant positive en-
ergy separation in the outer wake limits is observed for
x /D=5,7 ,10. Also, the average velocity in the outer wake is
higher than that at the wake center resulting in a relatively
small overshoot in total temperature. Kurosaka et al.�14�
also report this lack of “hot spots” �their term� for time-
averaged measurements in their numerical simulations. They
suggest that flow along path lines of two particles—one
similar to that described in Fig. 2 �bound to the vortex on
one side of the cylinder� and the other crossing over from
one vortex on the other side neutralize the hot spots. The
present results support such an explanation. However, the
measurement resolution at the modest velocities employed
in addition to the weakening of energy separation effect may
argue for the absence of the hot spots at x /D=5, 7, and 10.

5. Maximum negative energy separation occurs at the wake
centerline. The magnitude of the energy separation decreases
very slowly with x /D. This suggests that the vortices are
convected downstream without significant change in
strength. Nakagawa �23� suggests that x /D
3 is the region
for vortex growth and for x /D�3 the vortex is convected
downstream without any significant decrease in its strength.
Present results are in agreement with this mechanism for
vortex shedding.

6. These results agree qualitatively with Ryan �25�, though his
measurements were at much higher Mach numbers ��2.5�.
The present study show that energy separation occurs even

x/D = −20

x/D = 3

x/D = 5

x/D = 7

0 1 2 3 4 5
y/D

x/D = 10

rofile at x /D=−20,3,5,7,10 for Re
p
at relatively low �0.22� Mach number.
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Conclusions
Time-averaged temperature and velocity measurements are per-

ormed to study energy separation in the vortex region behind a
ircular cylinder in cross flow. Measurements are carried out at
arious downstream locations for a fixed Reynolds number. The
ollowing conclusions can be drawn from the experimental re-
ults:

1. The measured energy separation factor �S� profiles clearly
indicate the presence of energy separation in the wake of the
cylinder even for low Mach number.

2. Large negative energy separation is observed near the wake
centerline and a slight positive energy separation is observed
in the outer wake. The energy separation decreases as the
flow moves downstream. These observations indicate that
the vortical structures are the cause of energy separation as
proposed by Eckert �13� and Kurosaka et al. �14�.

3. The energy separation profiles support the vortex shedding
prediction by Nakagawa �23� that a vortex forming near the
cylinder surface grows in size in the region x /D
3 and is
then carried further downstream without any appreciable in-
crease in its size until x /D=10.

4. Time-averaged energy separation at the larger downstream
locations �x /D�3� shows no significant positive energy
separation regions in the outer wake supporting the hot spots
neutralization mechanism of Kurosaka et al. �14�.

omenclature
Cp � specific heat at constant pressure for the fluid

�J/kg K�
D � diameter of circular cylinder �mm�
f � frequency of vortex shedding �Hz�

H � height of test section �mm�
Ḣd,� � enthalpy flow �Eq. �5�� �W�
	Ḣt � difference in enthalpy flow between upstream

and downstream of cylinder �W�
ht � stagnation enthalpy per unit mass of fluid

�J/kg�
M� � freestream mach number

ṁ � mass flow rate at downstream location �x /D
=3,6 ,5 ,7 ,10� �kg/s�

ṁ0 � mass flow rate at upstream location �x /D=
−20� �kg/s�

 � kinematic viscosity of fluid �m2 /s�
p � static pressure of fluid �Pa�

Re � Reynolds number �=U�D /�
r � recovery factor of temperature probe �Eq. �2��
� � fluid density �kg /m3�
S � energy separation factor �Eq. �3��

S0 � energy separation factor at upstream location
�x /D=−20�

St � Strouhal number
Td � local dynamic temperature �Eq. �4�� �°C�

Td,� � dynamic temperature �=U�
2 /2Cp� �°C�

Td,00 � dynamic temperature in the absence of cylinder
�=U00

2 /2Cp� �°C�
Tr � recovery temperature measured by the probe

�°C�
Tr,00 � recovery temperature measured by the probe in

the absence of cylinder �°C�
Tt � total �stagnation� temperature �°C�

Tt,� � total �stagnation� temperature at wind tunnel
inlet �°C�

Tt,0 � total �stagnation� temperature at upstream loca-
tion �x /D=−20� �°C�
t � time �s�

61703-8 / Vol. 130, JUNE 2008
U � instantaneous streamwise velocity �m/s�
Ū � time-averaged streamwise velocity �m/s�

Ū0 � time-averaged streamwise velocity at upstream
location �x /D=−20� �m/s�

U00 � streamwise velocity in the absence of cylinder
�m/s�

U� � spatially and temporally averaged flow velocity
at upstream location �x /D=−20� �m/s�


Ū� � spatially and temporally averaged flow velocity
�m/s�

u� � random fluctuations in streamwise velocity �X
direction� �m/s�

V0 � convective velocity of vortex �m/s�
Vw � swirling velocity of vortex �m/s�
v� � random fluctuations in cross stream velocity �Y

direction� �m/s�
W � width of test section �mm�
w� � random fluctuations in spanwise velocity �Z

direction� �m/s�
X � streamwise direction
x � distance in streamwise direction �mm�
Y � cross streamwise direction
y � distance in cross streamwise direction �mm�
Z � spanwise direction
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Investigation of Turbulent Flow
and Heat Transfer in Periodic
Wavy Channel of Internally
Finned Tube With Blocked Core
Tube
Three-dimensional complex turbulent flow and heat transfer of internally longitudinally
finned tube with blocked core tube and streamwise wavy fin are numerically investigated.
The numerical method is validated by comparing the calculated results with correspond-
ing experimental data. The effects of both wave height and wave distance on heat transfer
performance are examined. The range of wave height to hydraulic diameter ratio is from
0.61 to 2.45, and that of wave distance to hydraulic diameter ratio is from 3.06 to 14.69,
while that of Reynolds number is from 904 to 4520. The computational results demon-
strate that the Nusselt number and friction factor increase with the increase of the wave
height, while they decrease with the increase of the wave distance. Furthermore, general
correlations are proposed to describe the performance of the wavy configuration for
904�Re�4520, 0.61�s /de�2.45, 6.12� l /de�11.02, with the mean deviations for
heat transfer and friction factor correlations being �2.8% and �1.9%, respectively.
�DOI: 10.1115/1.2891219�

Keywords: turbulent flow, periodic wavy channel, heat transfer, internally longitudinal
finned tube
ntroduction
Internally finned tubes have been widely applied in industry in

rder to enhance heat transfer inside tubes. Most of the relevant
revious works have focused on the effects of fin number, fin
ength, and fin cross-sectional profile on heat transfer. Fabbri �1�
tudied the problem of optimizing heat transfer in an internally
nned tube by varying the fin shape under the conditions of lami-
ar flow and imposed heat flux on the tube wall. Afterwards, he
nvestigated the effect of viscous dissipation on laminar forced
onvection under the optimized geometrical conditions �2�. Alam
nd Ghoshdastidar �3� numerically studied the steady, laminar
ow and heat transfer in internally finned circular tubes having

apered lateral profiles subject to constant heat flux, and signifi-
ant enhancement of heat transfer was found due to the internal
ns. Zeitoun and Hegazy �4� conducted fully developed laminar
onvective heat transfer in a pipe provided with two groups of
nternally longitudinal fins having different heights. It was found
hat the fin heights affect greatly the flow and heat transfer char-
cteristics for different pipe fin geometries. Saad et al. �5� per-
ormed an experiment to determine the detailed module-by-
odule pressure drop characteristics of turbulent flow inside

ircular finned tubes. The tubes were equipped with longitudinal
ns interrupted in the streamwise direction by their arrangement

n both a staggered and an inline manner. The results showed that,
n the periodic fully developed region, the tube pressure drop with
ontinuous fins is higher than that with inline arrangement fins
nd lower than that with staggered arrangement fins. Zhang and
aghri �6� presented the heat transfer enhancement in the latent
eat thermal energy storage system by using an internally finned

1Corresponding author.
Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT

RANSFER. Manuscript received January 8, 2007; final manuscript received July 26,

007; published online April 23, 2008. Review conducted by Gautam Biswas.

ournal of Heat Transfer Copyright © 20
tube. They found that the heat conduction in the internal fins is an
unsteady two-dimensional heat conduction problem and adding
internal fins is an efficient way to enhance the heat transfer in
thermal energy storage systems when a fluid with a low thermal
conductivity is used as the transfer fluid. Yu et al. �7� conducted an
experiment to determine the heat transfer and pressure drop char-
acteristics in the entrance and fully developed regions of tubes
with internally wave-like longitudinal fins. One tube with inner
blocked tube and the other with inner unblocked tube were tested.
It was found that the two finned tubes can significantly enhance
the heat transfer, with the blocked one being superior. Huq et al.
�8� found that the heat transfer coefficient of finned tube is large in
the entrance region and the enhancement of heat transfer in the
fully developed region is remarkable due to the fin effects. Campo
and Chang �9� presented a unique combination of numerical and
statistical results for the thermofluid dynamics of laminar viscous
flows in contact with streamwise fins. They conducted empirical
correlation equations for the asymptotic friction factor and the
asymptotic Nusselt numbers as a function of the number of fins
and fin height in the bundle. Dagtekin et al. �10� presented the
entropy geometrician analysis in a circular duct with internal lon-
gitudinal fins of different fin shapes �thin, triangular, and V-shaped
fins� for laminar flow. It was found that the number of fins and
dimensionless length of the fins for both thin fins and triangular
fins, and the fin angle for triangular and V-shaped fins have sig-
nificant effects on both entropy generation and pumping power.
Bhatia and Webb �11� numerically predicted single-phase heat
transfer and friction losses for microfin tubes using the commer-
cial CFD program, FLUENT. The predicted friction factors for five
tube geometries were available, ranging from +13% to −9% of the
experimental values. However, the Nusselt numbers were overpre-
dicted, ranging from 29% to 55% as the Prandtl number was
increased from 1 to 4. Liu and Jensen �12� performed numerically
the turbulent flow and heat transfer in internally finned tubes.

They investigated the fin profile �rectangular, triangular, and
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ound crest�, fin numbers, fin width, fin height, and helix angle. It
as found that the rectangular and triangular fins behave simi-

arly: however, when the number of fins is large, the round crest
n can have larger friction factors. In our previous study �13�, we
umerically obtained the optimal ratio of blocked core-tube out-
ide diameter to outer-tube inside diameter �do /Di�.

It can be seen that almost all the above literature studied the
lain fin or round fin along the streamwise �longitudinal� direction

ig. 1 Schematic of internally finned tube: „a… streamwise
avy fins „not to scale…, „b… cross-sectional view of internally
nned tube, and „c… one periodic streamwise wavy channel
Fig. 2 Schematic of the c

61801-2 / Vol. 130, JUNE 2008
in the tube. However, longitudinally wavy fin is one of the popular
fin patterns to improve heat transfer, such as in the plate-and-fin
heat exchangers. The wavy surface can change the flow direction
of fluid and cause better mixing. Hence, higher heat transfer per-
formance can be expected compared to the plain fin surfaces
�14–17�.

However, the effect of wavy fin along streamwise direction in
internally finned tube with blocked core tube on the heat transfer
characteristics does not appear to have been reported in the open
literature. In this paper, we will focus on the effect of wave height,
wave distance on the characteristics of momentum, and heat trans-
fer, and the corresponding general correlations will be proposed to
describe the performance of the wavy configuration. The range of
wave height to hydraulic diameter ratio is from 0.61 to 2.45, and
that of wave distance to hydraulic diameter ratio is from 3.06 to
14.69.

Physical Model and Numerical Method
Figure 1�a� shows a schematic view of the present wavy fins.

Figure 1�b� shows a cross-sectional view of the internally wavy
finned tube. The core tube has an inner diameter di and an outer
diameter do. The outer tube has an inner diameter Di and an outer
diameter Do. Figure 1�c� shows one periodic wavy axial channel,
where s is the wave height and l is the wave distance. The expres-
sion of the wave in Fig. 1�c� is x= �s /2�sin��2� / l�z�.

Usually, there are many waves located in both the transverse
and streamwise directions, as shown in Fig. 1�a�. The flow and
heat transfer in the wavy channel can be regarded as fully peri-
odically developed along both directions. The periodicities of the
tube geometry in both the transverse and streamwise directions
are exploited to obtain the smallest computational domain and to
save computer memory. The computational cross section is sim-
plified to be trapeze because there are usually more than 20 waves
in the transverse section �see Fig. 1�b��. Figure 2 shows the com-
plete details of the computational domain and the boundary con-
ditions used in the simulation. The axial faces of the domain are
set as translational periodic. A rotationally periodic boundary con-
dition is imposed on the tangential faces. The conjugated heat
transfer is considered, which means that the fins are located in the
computational domain �see Fig. 2�. The fin is regarded as “thin
wall,” which means the fin is only a surface with thickness of
zero, and it is impermeable for “fluid.” The temperature of the thin
wall is obtained through coupling with the fluid flow field. A
constant wall temperature boundary condition is imposed on the
outer-tube surface.
omputational domain
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The fluid is assumed to be incompressible with constant ther-
al physical properties and the flow is assumed to be turbulent,

teady, three dimensional with no viscous dissipation. The work-
ng fluid is dry air.

The governing equations as well as the detail expressions for
ifferent variables can be found in our previous study �13�, and
herefore are not shown here due to the space limitation.

The set of governing equations is solved by commercially
vailable computer software �FLUENT 6.0�. The pressure and veloc-
ty fields are linked by the semi-implicit method for pressure-
inked equations consistent �SIMPLEC� algorithm described by
oormal and Raithby �18�. The convection terms are handled by

he quadratic upwind interpolation of convective kinematics
QUICK� scheme. The diffusion terms are discretized with central
ifferencing scheme. Besides the default quantities �such as veloc-
ty, temperature, turbulent kinetic energy, dissipation rate of tur-
ulence energy, etc.� from FLUENT to control the convergence, the
riteria of convergence in this study are judged by additionally
onitoring other physical quantities, such as the variation of pres-

ure gradient per unit length of channel and the bulk temperature
atio ��=Tw−Tin /Tw−Tout�. The convergence criterion of

�R�
n − R�

n−1

R�
n−1 � � 10−4 �1�

s applied for momentum and energy, where R�
n refers to the maxi-

um residual value for variable � �� stands for velocity, tempera-
ure, turbulent kinetic energy, dissipation rate of turbulence en-
rgy, pressure gradient per unit length of channel, bulk
emperature ratio, etc.� over all the computation cells after nth
teration.

The Reynolds number is defined as

Re =
�umde

�
�2�

here um is the inlet average velocity. The hydraulic diameter de,
s given by

de =
4Ac

P
=

��Di
2 − do

2� − 4	 flf

��Di + do� + 2lf
�3�

here 	 f is the fin thickness and lf is the unfolded fin length at the
ube cross section.

The Nusselt number is described as

Nu =
hde



�4�

here 
 is the thermal conductivity of air and the heat transfer
oefficient h is defined as

h =
�

�T · Af
�5�

here � is the total heat transfer rate from fin surface, Af is the
rea of fin surface �the fin efficiency is assumed to be 1, because
t was made of copper with high thermal conductivity�, and �T is
he mean temperature difference between fin surface and air,
hich can be obtained for constant wall temperature as follows:

�T =
�Tin − Tw� − �Tout − Tw�

ln��Tin − Tw�/�Tout − Tw��
�6�

The average Darcy friction factor is defined as

f =
− ��P/L�de

�um
2 /2

�7�

here �P is the total pressure drop and L is the tube length with

nternal fins.
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Experimental Apparatus
The main objective of the present experimental study is to de-

termine the friction factor and heat transfer performance of the
turbulent flow through circular tube with internally longitudinal
wavy fins in order to provide data to validate the numerical
method and code. The experimental apparatus consist of four ma-
jor components: �1� inlet section, �2� experimental section, �3�
flow measuring section, and �4� fan assembly, as illustrated in
Fig. 3.

Air is used as the working fluid in whole experimental measure-
ment. It is sucked from the laboratory atmosphere and blown into
the test finned tube. Air inside tube is heated by the electrical
heater wrapped uniformly on the outside surface of the test tube.

Over the electrical heater, the outer tube are wound with mica
sheet and insulation tape. A layer of plastic foam with thickness of
50 mm is used to insulate the test tube in order to minimize the
heat loss. A motor-driven fan delivers air to the test finned tube
through a trumpet-shaped entrance. The trumpet-shaped entrance
gives nearly uniform velocity distribution at the test finned tube
inlet. The airflow rate is measured by a rotameter. The control of
airflow rate through the finned tube is performed by varying the
motor’s speed during the experiment process.

The test tube and fins are made of copper, whose detailed con-
figuration is shown in Fig. 1. The detailed geometry of the tested
internally longitudinal wavy finned tube is given in Table 1 �stan-
dard case�. The static pressure taps are installed at the inlet and
outlet of the test section to measure the pressure difference with a
differential manometer.

The temperatures of the test tube surface are measured with the
help of thermocouples nonuniformly distributed along the tube
axis. At each cross section, three thermocouples are situated with
equal degree along the outer surface. The thermocouples are made
of copper-constantan wires and calibrated before installation. The
thermocouple junctions between copper tube and thermocouple
contact are soft soldered to grooves milled in the wall. They are
installed to be flushed with the outer surface of the outer tube.

Fig. 3 Schematic of experimental system

Table 1 Geometry of tested internally longitudinal wavy finned
tube „standard case…

Variables Values

Outer diameter of outer tube �Do� 28 mm
Inner diameter of outer tube �Di� 26 mm
Hydraulic diameter �de� 1.635 mm
Outer diameter of core tube �do� 14 mm
Tube length with fins �L� 372 mm
Wave distance �l� 13 mm
Unfolded fin length at tube cross section �lf� 320 mm
Number of waves in cross section �N� 25
Wave mean height �s� 2.6 mm
Fin mean thickness �	 f� 0.2 mm
Thermal conductivity of fin �copper� �
� 398 W / �m K�
JUNE 2008, Vol. 130 / 061801-3
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The fluid bulk temperature at the inlet of the test section is
easured using a thermometer located in the upstream of the test

ection inlet, while the bulk temperature at the outlet is measured
y using thermocouples located at the outlet of the test section.

The investigated parameters in these experiments include inlet
nd outlet fluid bulk temperatures, wall temperature, mass flow
ate, static pressure, and electric power. The accuracies of these
easurements will be described as follows. The inlet air bulk

emperature of the test section is read from thermometer with a
esolution of 0.1°C, and accuracy of approximately 0.2°C. The
uter-tube wall temperatures as well as the outlet air bulk tem-
erature are measured by calibrated copper-constantan thermo-
ouples whose accuracy is about 0.2°C as well. The airflow rate
s determined by a rotameter with an accuracy of 2.5%. The static
ressure difference is measured between the pressure at each lo-
ation and atmosphere by an inclined manometer with an accu-
acy of 0.1 mm water column.

The atmospheric pressure is measured by a barometer with an
ccuracy of 0.03%. The electric power to the test section is mea-

Table 2 Paramete

Variables Values

Reynolds number 904, 1808, 2713, 3617,
�for each geometrical d

N=25, do=14 mm s /de=0.61, 0.80, 0.98,
2.02, 2.20, 2.45; l /de=3
9.18, 11.02, 12.85, 14.6

N=20, do=14 mm s /de=1.24; l /de=6.22
N=20, do=12 mm s /de=1.65; l /de=8.24
Total cases: 82�5=410

ig. 4 Comparisons of Nusselt number and friction factor be-
ween experimental data and numerical predictions with vari-
us turbulence models: „a… Nu versus Re and „b… f versus Re
61801-4 / Vol. 130, JUNE 2008
sured by an electrodynameter with a full-scale accuracy of 0.25%.
The heat balance error between the power input and enthalpy
increase of air of all data are no more than 7%.

The method of experimental error analysis adopted is that rec-
ommended by Kline and McClintock �19�. The important param-
eters we concerned are the Nusselt number, friction factor, and
Reynolds number, whose uncertainties at a moderate flow rate and
average temperature are 7.8%, 8.4%, and 5.7%, respectively.

Code Validation and Grid Independence
Selection of an appropriate turbulence model for numerical

simulation requires consideration of computational cost, antici-
pated flow phenomena. The key features of the flow in the inter-

f numerical cases

0
nsion�

Number of Reynolds
number: 5

, 1.41, 1.59, 1.84,
, 4.89, 6.12, 7.95,

Number of geometrical
dimension:
10*8+1+1=82

Fig. 5 Computational results for three meshes under different
Reynolds number: „a… Nu versus grid nodes and „b… f versus
grid nodes
rs o

452
ime
1.22
.06
9
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ally finned tube are separation, recirculation, and rotation. There-
ore, the agreements between the calculated Nusselt number and
riction factors and experimental data are the main criterion for
electing turbulent models. In the present study, three different
urbulent models �the RNG k-� model, the realizable k-� model,
nd the SST k-� model� are chosen to simulate the flow of the
nternally finned tube.

Figure 4 compares the experimentally obtained and the calcu-
ated average Nusselt number and friction factor at various Rey-
olds numbers with different turbulent models. From this figure,
he realizable k-� model fits the experiment better than the RNG
-� and SST k-� models. The maximum differences of Nu and f
re −25% and −8%, respectively, for Reynolds number ranging
rom 904 to 4520. Hence, in this paper, the realizable k-� turbu-
ence model is selected.

To ensure the accuracy and validity of numerical results, a care-
ul check for the grid independence of the numerical solutions has
een made among three grid systems, �I� 44�40��34�28 �67,390
odes�, �II� 44�40��44�40 �122,804 nodes�, �III� 44�40��51
60 �208,261 nodes�, as shown in Fig. 5. The nonuniform grid at

he transverse direction and uniform grid along the longitudinal
irection were used. It is found that in the range of studied Rey-
olds number �Re=904–4520�, the relative deviations of both
usselt numbers and friction factors between �II� and �III� are less

han 5%. Hence, the mesh of 44�40��44�40 �122,804 nodes� is
elected as a reference mesh.

esults and Discussion
In the present study, a total of 410 cases are simulated, as

hown in Table 2, with the main variables being Reynolds num-
ers, s /de, and l /de. The parameters for the standard case are the

ig. 6 Variation of Nusselt number and friction factor with
ave distance under moderate Reynolds number „Re=2713…:

a… Nu versus l /de and „b… f versus l /de
ame, as shown in Table 1, that is, s /de=1.59 and l /de=7.95.

ournal of Heat Transfer
Figure 6 shows the variations of Nusselt number and friction
factors with the dimensionless wave distance �l /de� at different
dimensionless wave heights �s /de� at moderate Reynolds number
�Re=2713�. It can be seen that the Nusselt numbers, Nu, and the
friction factors f increase with the increase of the dimensionless
wave height at different dimensionless wave distance. The Nusselt
numbers decrease remarkably with the increase of the dimension-
less wave distance �l /de�11� at different dimensionless wave
heights, and reach a constant value at the condition of l /de�11.
The friction factors decrease also remarkably with the increase of
the dimensionless wave distance �l /de�11� at different dimen-
sionless wave heights at moderate Reynolds number �Re=2713�,
and reach a constant value at the condition of l /de�11. This is
because when l /de increases, the channel becomes straighter even
at the same s /de, and thus the strengths of separation and second-
ary flow become weak.

To summarize the relationships between the fully developed
average friction factor and Nusselt number with Reynolds num-
bers, the corresponding correlations have been proposed for the
wave number of 25, by the least square’s method. The final ex-
pressions are shown as follows:

Nu = 0.058 Re0.825� s

de
�0.256� l

de
�−0.452

�8�

f = 40 Re−0.481� s

de
�0.748� l

de
�−1.166

�9�

It should be noted that the ranges of dimensionless parameters for
the above equations are 904�Re�4520, 0.61�s /de�2.45, and
6.12� l /de�11.02 �only part of the studied l /de�. Equation �8�
correlates 90% of the numerical data for 200 cases with maximum

Fig. 7 Comparisons of Nusselt number and friction factor with
Reynolds number among correlation, experimental data and
numerical results: „a… Nu versus Re and „b… f versus Re
deviation of 16% and mean deviation of −2.8%. Equation �9�

JUNE 2008, Vol. 130 / 061801-5
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correlates 90% of the numerical data for 200 cases with maximum
deviation of 20% and mean deviation of −1.9%.

Figure 7�a� demonstrates comparisons of Nusselt numbers be-
tween the experimental data and the numerical results from the
correlation at the condition of the standard case �s /de=1.59 and
l /de=7.95�. The mean deviation of Nusselt number is 8.1%, and
the maximum deviation is 26.3% at low Reynolds number Re
=904, perhaps because the flow is in the transition region �20�. On
the other hand, Fig. 7�b� demonstrates comparisons of the friction
factor between the experimental data and the numerical data from
correlation at the condition of the standard case �s /de=1.59 and
l /de=7.95�. The mean deviation of the friction factor is 4.4%, and
the maximum deviation is 6.7% at low Reynolds number Re
=904.

In order to validate the flexibility of Eqs. �8� and �9�, the com-
parisons of Nusselt number and friction factor with Reynolds
number between correlation and numerical results under different
wave numbers and different inner diameter’s are conducted in
Figs. 8 and 9. Figure 8 shows the variations of Nusselt number
and the friction factor for the internally longitudinal finned tube
with different wave numbers �N=20�, and the other geometrical
parameters of the internally longitudinal finned tube are identical
to the standard case �as shown in Table 1�. From the figures, the
numerical data are well satisfied with the correlations. The maxi-
mum deviations of the Nusselt number and the friction factor for

Fig. 10 Eddy formation at transverse and streamwise sections
„Re=2713 and s /de=1.59, l /de=7.95…: „a… transverse section
„z*=0.25… and „b… streamwise section „y*=0.5…
ig. 8 Comparisons of Nusselt number and friction factor with
eynolds number between correlation and numerical results
ith different wave numbers „N=20…: „a… Nu versus Re and „b… f
the internally finned tube with 20 wave numbers are less than 20%
ig. 9 Comparisons of Nusselt number and friction factor with
eynolds number between correlation and numerical results
ith different inner diameters „do=12 mm…: „a… Nu versus Re
Transactions of the ASME
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nd 14.2%, respectively, while the corresponding mean deviations
re −0.65% and 9.3%, respectively. Additionally, the maximum
eviations of the Nusselt number and the friction factors for the
nternally finned tube with different inner diameters �do

12 mm� and the other geometrical parameters of the internally
ongitudinal finned tube being identical to the standard case are
ess than 19.6% and 18.4%, respectively, as illustrated in Fig. 9.
he corresponding mean deviations are 0.32% and 16.1%, respec-

ively.
The eddy formation may be developed in turbulent flow

hrough a channel having periodic wavy wall due to the curvature
ffect, which may disturb the boundary layer and thus enhance the
eat transfer. The typical results of eddy formation are shown in
ig. 10 for Re=2713 and s /de=1.59, l /de=7.95. Figure 10�a�
hows the eddy formation at transverse section �z*=0.25, as
hown in Fig. 1�c��, while Fig. 10�b� shows that at streamwise
ection �y*=0.5, as shown in Fig. 2�. It can also be expected that
he effect of eddy may increase with the increase of waviness.

onclusions
The three-dimensional turbulent flow and convective heat trans-

er in wavy channel in internally longitudinal finned tube have
een numerically studied. Both the Nusselt number and friction
actor increase with the increase of the wave height, while they
ecrease with the increase of the wave distance. Furthermore, the
orrelations of Nusselt number and the friction factor with the
eynolds number and dimensionless fin wave height and wave
istance are found from 200 cases in the ranges of 904�Re
4520, 0.61�s /de�2.45, 6.12� l /de�11.02, with the mean de-

iations being −2.8% and −1.9%, respectively.
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omenclature
Ac � area of flow, m2

Af � heat transfer surface area, m2

Di � inner diameter of outer tube, m
Do � outer diameter of outer tube, m
de � hydraulic diameter, m
di � inner diameter of core tube, m
do � outer diameter of core tube, m

f � Darcy friction factor
h � average heat transfer coefficient, W / �m2 K�
k � turbulent kinetic energy, m2 /s2

L � tube length, m
l � wave distance, m

lf � unfolded periphery length of the wavy fin, m
N � number of waves

Nu � average Nusselt number
P � circumferential length, m

Re � Reynolds number
R�

n � maximum residual value for variable � over
all the computation cells after nth iteration

s � wave height, m
Tin � inlet air bulk temperature, K

Tout � outlet air bulk temperature, K
T � wall temperature of outer-tube, K
w

ournal of Heat Transfer
um � average inlet velocity, m/s
x ,y ,z � Cartesian coordinates

y* � dimensionless coordinate in y direction �Fig. 2�
z* � dimensionless coordinate in z direction �Fig.

1�c��

Greek Symbols
	 f � fin thickness, m
� � heat transfer rate, W

�P � pressure drop between inlet and outlet, Pa
�T � temperature difference, K

� � dissipation rate of turbulence energy, m2 /s3


 � thermal conductivity, W/�m K�
� � dynamic viscosity, Pa s
� � density, kg /m3
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Thermal and Start-Up
Characteristics of a Miniature
Passive Liquid Feed DMFC
System, Including Continuous/
Discontinuous Phase Limitations
The thermal and start-up characteristics of a passive direct methanol fuel cell system are
simulated using a numerical model. The model captures both the thermal characteristics
of the fuel cell and the passive fuel delivery system using a multifluid model approach.
Since the fuel cell is run without any active temperature control, the temperature may rise
until the convective and evaporative cooling effects balance the heat produced in the
chemical reactions. The cell temperature can vary as much as 20°C, and it is vital to
model the thermal effects for accurate results. The numerical model also includes con-
tinuous and discontinuous phase limitations, as well as a probabilistic spread of the
porous properties. These added physical characteristics qualitatively portray the depar-
ture of carbon dioxide from the anode side of the fuel cell. �DOI: 10.1115/1.2891156�
ntroduction
A passive direct methanol fuel cell �DMFC� �1–7� is an ideal

andidate for many portable applications because of its capability
o have an extended life for each refueling and its reduction in
eight compared to a conventional battery. One of the leading
enefits of a DMFC is that the methanol can be stored in its liquid
tate, and has the potential to be delivered by passive means,
aking all the power produced available for external work. One

f the major issues encountered in designing a DMFC is control-
ing the amount of methanol crossover. Methanol crossover is

ethanol that diffuses through the membrane and reacts at the
athode catalyst layer. A dilute methanol solution is usually deliv-
red to the anode in order to reduce the amount of crossover. The
esign of a DMFC entails a method to deliver this dilute solution.

Water and air management issues related to passive delivery
ere addressed recently �8�. There has also been substantial de-
elopment of passively operated DMFCs that are air breathing.
asio, DuPont, Motorola, Samsung, Toshiba, Fujikura, and others
ave all undertaken research in their development.

A passive fuel delivery system that can deliver a dilute metha-
ol solution to the anode from a pure methanol fuel source has
een developed by Guo and Faghri �6–8�. This delivery system
tilizes several porous layers, in which the methanol can trans-
ort, mainly through diffusion in the liquid phase, to the anode. In
his system, only an initial supply of water is needed in the water
torage layer. The additional water needed to dilute the methanol
oncentration at the anode comes from the by-products of the
hemical reaction. This passive system, including a fuel cell, was
odeled with a two-phase model that used a multifluid approach

9�, but used an isothermal assumption.
There has been extensive development of other numerical mod-

ls for fuel cells. García et al. �10� developed a semianalytical
olution for a one-dimensional model for a DMFC. This model
sed a single phase approach, and omitted the thermal effects.
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AL OF HEAT TRANSFER. Manuscript received December 19, 2006; final manuscript
eceived August 7, 2007; published online April 22, 2008. Review conducted by

ogendra Joshi.
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Chen and Zhao �11� also developed a one-dimensional model for
DMFC that included the thermal effects, but was still a single
phase model. Nam and Kaviany �12� developed a one-
dimensional model for a proton exchange membrane fuel cell
�PEMFC� that included both multiphase transport effects and ther-
mal effects.

There are also several multidimensional models in addition to
Ref. �9�. Wang and Wang �13� used a mixture model to model the
multiphase transport in a DMFC. They incorporated an isothermal
assumption in their model. Pasaogullari and Wang �14,15� also
used the multiphase mixture model to study PEMFCs, but incor-
porated an isothermal assumption. Hwang �16� developed a single
phase model that included both thermal effects and Stefan–
Maxwell diffusion in a PEMFC. Siegel et al. �17� as well as Wang
and Wang �18� developed a multiphase model that included ther-
mal effects in a PEMFC. There is a large body of fuel cell models
that have been reviewed by Wang �19� and Faghri and Guo �20�.

None of the aforementioned multiphase models take into ac-
count the local variability of porous properties or the irreducible
saturation limits, presently called the continuous/discontinuous
phase limitation, in the liquid and vapor phases. The continuous
phase limitation is well documented in the open literature �21�, as
well as the local variability in pore properties �22�. The present
simulations utilize a multifluid model approach to simulate the
transport in the liquid and gas phases separately for the fuel cell
and the fuel cell delivery system. A statistical distribution function
is used to create the local pore properties, as well as the continu-
ous phase limitation, which directly relates to connectivity of the
pores. The model also employs the energy equation, which is
important in passively operated fuel cells, since no forced convec-
tion effects are available to keep the cell operating at a nearly
constant temperature.

Problem Formulation
The operation of a fuel cell is examined in two parts. First, the

cell polarization is characterized when a dilute methanol solution
is applied directly to the anode. The methanol solution is delivered
to the fuel cell via natural convection, as presented in Fig. 1.
Second, the fuel cell start-up characteristics of a passive fuel de-

livery system are examined. A schematic of the passive fuel de-

JUNE 2008, Vol. 130 / 062001-108 by ASME
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ivery system and the membrane exchange assembly is presented
n Fig. 2. There are eight layers shown. Each one of these layers
as a function.

1. MeOH distribution layer: Methanol wets this region and wa-
ter does not. This region prevents backdiffusion of water
into the methanol storage media.

2. H2O storage layer: Provides an initial water supply, and acts
as an additional diffusion region for methanol to control the
methanol concentration at the anode.

3 and 7. Gas diffusion layers: Electrically conductive and also
an additional diffusion layer so that fuel and gas can
transport under the ribs to the catalyst layers.

4–6. Membrane exchange assembly: Contains catalyst layers
and proton exchange membrane; is where chemical reac-
tions occur and hydrogen protons are separated from the
electrons.

8. Air-breathing layer: A hydrophobic layer to prevent con-
taminants from entering the system. Also, since it is hydro-
phobic, water does not block the passage ways of oxygen.

he region above the ribs on the fuel cell and next to the water
torage and methanol distribution layers is vacant. The purpose of
his region is to provide a flow path for the gas produced in the
xidation reaction to be released from the cell. The closer to the
ell the entry to this region is, the lower the methanol concentra-
ion, and therefore, the lower the methanol loss due to vaporiza-
ion.

overning Equations
Since all the regions modeled encompass a porous region �Re-

ions 1–8�, a volume average formulation is utilized from Faghri
nd Zhang �23�. Methanol and water are the only components
onsidered in the liquid phase, while methanol, water, oxygen,
arbon dioxide, and nitrogen are considered to exist in the gas
hase. The continuity equations for the liquid and gas phases, in
erms of the liquid saturation s and the intrinsic phase average
elocities, are as follows:

Fig. 1 Schematic of the setup for DMFC polarization tests
Fig. 2 Schematic of the DMFC fuel delivery system

62001-2 / Vol. 130, JUNE 2008
�

�t
��s�l� + � · ��s�l�Vl�l� = ṁl� �1�

�

�t
���1 − s��g� + � · ���1 − s��g�Vg�g� = ṁg� �2�

The mass generation terms are a sum of the reaction rates �sub-
script R� and the mass transfer rates from the gas to the liquid
phase �subscript T� of each component.

ṁl� = �
i

ṁR,l,i� + �
i

ṁT,gl,i� �3�

ṁg� = �
i

ṁR,g,i� − �
i

ṁT,gl,i� �4�

The momentum equations for both phases are satisfied by Darcy’s
law, with an electro-osmotic drag term in the liquid momentum
equation �20�.

In liquid momentum,

�s�Vl�l = −
krlK

�l
��pl − �lg� +

ndMl

�l

Ip

F
, s � sir,l

�s�Vl�l = 0, s � sir,l �5�
In gas momentum,

��1 − s��Vg�g = −
krgK

�g
��pg − �gg�, s � sir,g

��1 − s��Vg�g = 0, s � sir,g �6�

The momentum equations account for an irreducible saturation
limit in the liquid and gas phases. In the liquid phase, if the satu-
ration is below the irreducible saturation limit, the liquid phase is
no longer continuous; therefore, the velocity approaches zero. The
same is true in the gas phase when the saturation is above the
irreducible saturation limit. Since this value represents the
continuous/discontinuous limit for a phase, it is henceforth called
the continuous phase limitation. A schematic of a porous zone
with continuous and discontinuous phase regions is presented in
Fig. 3. Hysteric effects can be captured using this model, because
the saturation of the porous material exhibits a history-dependent
behavior. The increase in viscous resistance due to each void be-
ing partially filled with a particular phase is accounted for by the
relative permeability.

krl = s3 �7�

krg = �1 − s�3 �8�

The gas pressure and the liquid pressure are related by the capil-
lary pressure.

pc = pg − pl = � cos 	� �

K
	1/2

J�s� �9�

J�s� = 
1.417�1 − s� − 2.120�1 − s�2 + 1.263�1 − s�3, 	 � 
/2.0

1.417s − 2.120s2 + 1.263s3, 	 � 
/2.0
�

�10�

There are several species in an air-breathing DMFC system, in-
cluding water, methanol, oxygen, carbon dioxide, and nitrogen.
The species equations in the liquid and gas are as follows:

�
��s�l�l,i� + � · �ṁl,i� � = ṁl,i� �11�
�t
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�

�t
���1 − s��g�g,i� + � · �ṁg,i� � = ṁg,i� �12�

he total mass flux �the sum of the advection and diffusion fluxes�
f each species is represented by ṁl,i and ṁg,i in the liquid and
as phases, respectively.

Liquid species mass flux,

ṁl,i� = �s�l�Vl�l�l,i − ��s���lDl,12 � �l,i, s � sir,l

ṁl,i� = 0, s � sir,l �13�
Gas species mass flux,

ṁg,i� = ��1 − s��g�Vg�g�g,i − �
j=1

N−1

���1 − s����gDeff,ij � �g,j, s � sir,g

ṁg,i� = 0, s � sir,g �14�

he effective diffusivity in the gas phase can be calculated from
he Stefan–Maxwell equation after some mathematical manipula-
ion �23�.

�Deff,ij� = A−1B �15�

Aii = −
�g,iMg

2

DiNMNMi
− �

k=1

k�i

N
�g,kMg

2

DikMkMi
,

Aij = �g,i

Mg
2

Mi
� 1

DijMj
−

1

DiNMN
	, i � j �16�

Bii = −
Mg�1 −

Mg�g,i	 −
Mg

2�g,i ,

ig. 3 Schematic of a porous zone with „a… one continuous
hase and one discontinuous phase and „b… two continuous
hases
Mi Mi MiMN

ournal of Heat Transfer
Bij =
Mg

2�g,i

Mi
� 1

Mj
−

1

MN
	, i � j �17�

For the condensable gases, the liquid and vapor phases are con-
sidered to be in thermal dynamic equilibrium. Equilibrium is
found using Raoult’s law, where the saturation pressure is calcu-
lated by the Clausius–Clapeyron equation.

�g,i = i�l,i

i =
Mlpref

Mgpop
exp�hfgMi

R
� 1

Tref
−

1

T
		 �18�

The energy equation used in the fuel cell model is as follows:

�

�t
��s�lhl + ��1 − s��ghg + �1 − ��hs� + �

i

� · �ṁl,i� hl,i + ṁg,i� hg,i�

= � · �keff � T� + � · ��m�m � �m� + � · ��c�c � �c� �19�

where the enthalpy of each phase is as follows:

hl,i =�
Tref

T

cpl,i
dT + hl,i

0 = h̄l,i + hl,i
0 �20�

hg,i =�
Tref

T

cpg,i
dT + hg,i

0 = h̄g,i + hg,i
0 �21�

In the present simulations, the specific heat is considered to be

constant. The enthalpy can be written as the sensible heat h̄ plus
the heat of formation, h0. Taking the species mass balance into
consideration, the energy equation can be rewritten in terms of the
sensible heat transport and the heat generation terms that coincide
with the reaction rates and phase change.

�

�t
��s�lh̄l + ��1 − s��gh̄g + �1 − ��h̄s� + �

i

� · �ṁl,i� h̄l,i + ṁg,i� h̄g,i�

= � · �keff � T� − �
i

ṁl,i�hl,i
0 − �

i

ṁg,i� hg,i
0 + � · ��m�m � �m�

+ � · ��c�c � �c� �22�

The total sensible enthalpy in each phase is as follows:

h̄l = �
i

�l,ih̄l,i �23�

h̄g = �
i

�g,ih̄g,i �24�

The effective thermal conductivity is as follows:

keff = �skl + ��1 − s�kg + �1 − ��ks �25�

The electrochemistry in the fuel cell is also modeled. The electric
potentials of the carbon phase and the membrane phases are as
follows:

� · ��c � �c� − Rox + Rred = 0 �26�

� · ��m � �m� + Rox − Rred = 0 �27�

The oxidation and reduction reaction rates are Rox and Rred, re-
spectively. The reaction rates are modeled from the expression
developed by Meyers and Newman �25�.

Rox = aoxI0,ref
MeOH cMeOH

cMeOH + � exp��a�a
F

RuT
	 exp��a�a

F

RuT
	

�28�
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Rred = aredI0,ref
O2

�O2

�O2,ref
exp�− �c�c

F

RuT
	 �29�

he anode and cathode overpotentials are as follows:

�a = �c − �m − UMeOH �30�

�c = �c − �m − UO2 �31�
he reaction rates for the species equations are as follows:
iquid,

ṁR,l,MeOH� = −
Rox

6F
MMeOH, ṁR,l,H2O� = �−

Rox

6F
+

Rred

2F
	MH2O

�32�
as,

ṁR,g,CO2
� =

Rox

6F
MCO2

, ṁR,g,O2
� = −

Rred

4F
MO2

�33�

nitial and Boundary Conditions
The phase saturation, temperature, and species mass fractions

ll need initialization. The phase saturation is initialized to a
alue, depending on what zone it is in, and the contact angle.

s = s0, 	 � 
/2

s = 0, 	 � 
/2 �34�

he initial saturation s0 was assumed to be 0.98 in all the regions
xcept the methanol distribution region, where it was assumed to
e unity. The methanol distribution media are initially filled with
ure methanol, while every other region contains only water.

�l,MeOH = 1, x � x1

�l,MeOH = 0, x � x1 �35�
he initial mass fractions of water and methanol vapor are the
aturated values if liquid is present, or equivalent to the ambient
alues if no liquid is present.

�g,i = �g,i,sat, s � 0

�g,i = �g,i,�, s = 0 �36�
he gas mass fraction for the rest of the components is broken

nto two regions.

�g,CO2
= 1 − �g,MeOH − �g,H2O, �g,O2

= �g,N2
= 0, s � 0

�g,i = �g,i,�, s = 0 �37�
he initial temperature is equal to the ambient temperature.
The boundary conditions are as follows: At the symmetry y

0; at the top of the domain y=y1 and x�x1, x2�x�x3, x�x8,
r y=y2, and x3�x�x8,

�� · n = 0, � = pl,pg,�l,i,�g,i,T,�c,�m �38�

t gas release channel, y=y1 and x1�x�x2,

�� · n = 0, � = pl,�l,i,�g,i,T

pg = 0 �39�

t the entrance of the methanol distribution media, x=0,

�� · n = 0, � = pg,�g,i,T

pl = 0

�l,MeOH = 1 �40�

t the surface of the air-breathing layer, x=x9,
pg = 0

62001-4 / Vol. 130, JUNE 2008
�Vl�l · n = 0

− ���1 − s��� � �g,i · n = hm��g,i − �g,i,��

− keff � T · n = h�T − Tref� + �SB�T4 − Tref
4 � �41�

The electric potential boundary conditions are as follows:

x = x3, �c = 0

x = x4, x = x7, � �m · n = 0

x = x5, x = x6, � �c · n = 0

x = x8, �c = Vcell �42�
When methanol is applied directly to the anode surface, the tem-
perature of the solution is modeled using a lump capacitance
method, while the methanol concentration is considered to be con-
stant because the amount of methanol used is much less than the
total initial mass of methanol. The temperature of the methanol
solution is calculated by

� �cp
dTfuel

dt
dV =� h�TAS − Tfuel�dA �43�

where the anode surface temperature at x=x4 is denoted by TAS.
The heat leaving the anode surface is calculated by

− keff � TAS · n = h�Tfuel − TAS� �44�
The methanol mass transport is modeled by

ṁl,i� = �s�l�Vl�l�l,MeOH + hm��fuel,MeOH − �l,MeOH� �45�

The heat and mass transfer coefficients are taken from the natural
convection correlations on a horizontal surface facing up �19�.

Nu = 0.54�Gr Pr�0.025, Nu =
hL

k

Sh = 0.54�GrSc�0.025, Sh =
hmL

�Dij
�46�

where the Grashof number is

Gr =
g���L3

�2 �47�

The heat and mass transfer coefficients at the surface of the air-
breathing layer are calculated in a similar manner, but the coeffi-
cients are taken for a horizontal surface facing down.

Nu = 0.27�Gr Pr�0.025, Nu =
hL

k

Sh = 0.27�GrSc�0.025, Sh =
hmL

�Dij
�48�

Numerical Methodology
In general, the governing equations are discretized using a finite

volume formulation. A Gauss–Siedel-type solution procedure is
used to solve for the flow variables. Since each phase may be
discontinuous, there may be values of zero in the main diagonal of
the coefficient matrix. Therefore, special consideration needs to be
taken.

Calculation of Phase Saturation and Pressures. The liquid
and gas phase continuity equations are solved in a coupled man-
ner. Since a Gauss–Siedel solution procedure is used, the dis-
cretized continuity equations can be written as
alss + aplpl = bl
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agss + apgpg = bg �49�
he solution can be solved in different ways depending on the
oefficients in the matrix. There are three different possible cases
hat may arise. These cases may be solved in different fashions.
he different cases are presented in Table 1. The calculation of the
hase saturation, and the pressures in each phase, is slightly dif-
erent for each case.

Case 1.
Step 1: Calculate phase saturation, s=bl /als
Step 2: Calculate gas pressure, pg�bg−agss� /apg

Step 3: Calculate liquid pressure, pl= pg− pc
Case 2.
Step 1: Calculate phase saturation, s=bg /ags
Step 2: Calculate liquid pressure, pl�bl−alss� /apl

Step 3: Calculate gas pressure, pg= pc− pl
Case 3. Since the gas and liquid pressures are related to the

apillary pressure, a saturation weighted pressure is solved for

p̄ = spl + �1 − s�pg �50�
hen this substitution is used, the liquid and gas pressures can be
ritten as a function of the weighted pressure and the capillary
ressure

pl = p̄ − �1 − s�pc

pg = p̄ + spc �51�
his relationship can be inserted into the discretized equation and

inearized with respect to the phase saturation.

�als − apl

���1 − s�pc�k

�s
	sk+1 + aplp̄ = bl − apl�− �1 − s�pc

+
���1 − s�pc�

�s
s	k

�ags + apg
��spc�k

�s
	sk+1 + apgp̄ = bg − apg�spc −

��spc�
�s

s	k

�52�
The solution steps for Case 3 are as follows:

Step 1: Calculate phase saturation, s=det� bl� apl�
bg� apg�

� /det� als� apl�
ags� apg�

�
Step 2: Calculate liquid pressure, pl= �bl−alss� /apl

Step 3: Calculate gas pressure, pg= �bg−agss� /apg

Calculation of Mass Transfer Rates. Since the condensation
ate is considered a flow variable, and the methanol mass fraction
n the gas phase is a function of the methanol concentration in
iquid phase, the discretized equations for methanol mass fraction
re as follows:

al�l,MeOH − ṁgl,MeOH� = bl

agMeOH�l,MeOH + ṁgl,MeOH� = bg �53�
herefore, the mass fractions are solved by the following:
Step 1: Solve for �l,MeOH, �l,MeOH= �bl+bg� / �al+agMeOH�
Step 2: Calculate �g,MeOH, �g,MeOH=MeOH�l,MeOH

˙ m ˙ m

able 1 Significance of the diagonal values in coefficient
atrix

Case Significant coefficient Physical meaning

1 apl=0 Liquid discontinuous in all directions
2 apg=0 Gas discontinuous in all directions
3 apl�0, apg�0 Liquid and gas are continuous in at

least one direction
Step 3: Calculate mgl,MeOH, mgl,MeOH=bg−ag�g,MeOH

ournal of Heat Transfer
Since the water mass fraction in the liquid phase is determined by
the balance of the mass fractions, the mass transfer rate of water
cannot be solved in the same fashion as is done with the methanol.
A check is performed, which compares the evaporation rate if
enough liquid water is present, to the maximum liquid water that
can be evaporated.

ṁ1� = bg − agH2O�l,H2O

ṁ2� = − ��s�l�l,H2O�n/�t −� � · ṁl,H2OdVcell − ṁR,l,H2O� �54�

The mass transfer rate from the gas phase to the liquid phase is the
greater of the above two values.

ṁ1� � ṁ2�, ṁgl,H2O� = ṁ1�

ṁ1� � ṁ2�, ṁgl,H2O� = ṁ2� �55�

This solution method exactly conserves water mass for every sce-
nario.

Solution Procedure. The solution procedure is as follows:

1. solve electric potential, and update reaction kinetics
2. solve for saturation and liquid/gas pressure
3. solve species equations
4. solve energy equation
5. update properties
6. check convergence, repeat, or go to next time step

Porous Property Distribution
The pore properties of the porous materials used in a fuel cell

can vary widely from one location to another. Holley and Faghri
�22� reported as much deviation as 100% in Toray samples from
one location to another. Therefore, using a constant value may
give a false representation of the final solution. A random number
generator is used by Stearns �26� to generate an evenly distributed
spread of the porosity, permeability, and discontinuous phase satu-
ration values within a certain percentage of a mean value. In the
current simulations, the spread was chosen arbitrarily to be 5%.
The distribution of the porous properties is assumed to be inde-
pendent of each other; however, they may be better represented as
a joint probability distribution function since the porous properties
are not independent of each other. The probability distribution
function, which represents the data range used in the presented
simulations, is presented in Fig. 4.

Results
Before the bulk of the simulations was run, a grid study was

performed for the 2M methanol feed concentration at an ambient

Fig. 4 Probability distribution function f for the porous
properties
temperature of 293 K. The anode and cathode gas diffusion lay-
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rs, as well as the membrane, all had ten cells in the x-direction,
hile the anode and cathode catalyst layers were modeled with
ve cells in the x-direction. There were 15 cells used for the
ection of the fuel cell open to the methanol fuel, and 8 cells used
or the section of the fuel cell covered by a rib in the y-direction.

polarization curve was made with this grid and compared to a
rid with 50% more cells in every section. The cell current density
as within 1% at every voltage; therefore, this is the mesh used

or the bulk of the simulations. The physicochemical properties
sed for the simulations are presented in Table 2.

It was found that the cell polarization plots that included the
ontinuous phase limitations were within 2% for the cases that did
ot include these limitations. However, the way in which CO2
eparted the cell varied dramatically. The continuous gas flow
aths in the anode gas diffusion layer are presented in Fig. 5.
hese flow paths are compared to CO2 departure sites that were

ound experimentally. When no continuous phase limitation is
onsidered, CO2 leaves nearly uniformly from the anode surface,
nd the entire anode gas diffusion layer is continuous in the gas
hase. This results in a nonphysical solution, because CO2 leaves
rom discrete locations in the experiment. When the continuous
hase limitations are considered along with constant pore proper-
ies, carbon dioxide is predicted to leave from discrete locations.

similar result is found when a distributed set of pore properties
s considered. However, when looking at a contour plot of CO2,
here is a variation between the constant porous properties and the
arying porous properties, as seen in Fig. 6. When the pore prop-
rties are considered constant, CO2 exists across a larger region
han the continuous flow path. This observation indicates that the
eparture sites vary with time. When distributed porous properties
re utilized, CO2 only exists along the continuous flow paths,
ndicating that the location the CO2 departs from remains the
ame. During experimentation, it is noted that CO2 departure sites
emain at the same discrete locations. Therefore, it can be con-
luded that simulating both the continuous phase limitation and
he variation of porous properties yields the most qualitatively
ccurate result.

The numerical model is validated through a series of polariza-
ion curves. These curves were made by starting at a cell voltage
f 0.8 V, and stepping down at an increment of 0.02 V. The so-
ution is run for 15 s at each voltage. This approach is slightly
ifferent than the experimental approach by Guo and Faghri �6,7�,
ecause they operated the cell in constant current mode, but
tepped the current from low to high current, which is analogous
rom stepping from high to low voltage. A comparison of the
olarization curves for different methanol solution concentrations
s presented in Fig. 7. The numerical results were run with ambi-
nt temperatures set to 293 K and 300 K for each methanol con-
entration. This is the typical temperature fluctuation in the testing
nvironment. It can be seen that the numerical data bound the
xperimental data in this temperature range.

The mass transport limited reaction rate increases with increas-
ng methanol feed concentration. It also increases with increasing
mbient temperature, which results in a higher cell temperature.
he current density increases because the reaction kinetics are

mproved with a temperature increase. It can also be noted that the
aximum cell power density occurs at different current densities,

epending on the methanol feed concentration. However, the
aximum power density occurs in a more tightly bound region
hen looking at the cell voltage where it occurs. This voltage is
etween 0.2 V and 0.3 V.

Since the cell polarization simulations are made through a tran-
ient process, and the temperature of the cell is not actively con-
rolled, the temperature of the cell is free to rise. The cell tem-
erature rise above the ambient temperature for different methanol
eed concentrations is compared to the experimental results in Fig.
. The cell temperature rise increases with increasing methanol
eed concentration. The temperature rise is greater because there

s more methanol crossover, which produces more heat. When
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looking at the different ambient temperatures, the maximum cell
temperature rise is slightly greater for the higher ambient tempera-
tures. The increasing temperature increase is due to the enhanced
reaction kinetics with increasing cell temperature.

The effects of the relative humidity of the ambient environment
are also examined. The cell polarization and temperature rise of a
2M solution operating in dry air as well as 80% humidified air are
presented in Fig. 9. The cell performs slightly better at the higher
humidity, because there is less evaporative cooling, and the cell
temperature increases as a result. The humidity of the air may not
be significant for the shorter duration tests; however, in order for
the operation of a system using only a pure methanol solution to
be stable, the water evaporated must be less than or equal to the
total water produced. To examine these rates, we introduce the
usage ratio � for useful current, methanol evaporation, and water
evaporation.

�current =
I

�I + Ic�
, �MeOH,evap =

6F�ṁMeOH,lv� dV

M�I + Ic�Acell
,

�current =
I

�I + Ic�
, �MeOH,evap =

6F�ṁMeOH,lv� dV

M�I + Ic�Acell
, �56�

It compares the fuel used to produce useful work, the fuel evapo-
rated, and the water evaporated, compared to the total amount of
fuel used in chemical reactions. The usage ratio is presented in
Fig. 10 versus the current density for varying relative humidities
and cell temperatures. The usage ratio of water is less than unity
for all the operating conditions, except for the dry air at 300 K
and low current density. This region is acceptable, because it is far
from the ideal operating range. Another beneficial characteristic of
the fuel cell is that the usage ratio of the useful current density is
nearly maximum at the maximum power density. The methanol
vapor carried out from the system with the release of CO2 is
approximately one-fifth the magnitude of the total methanol con-
sumed in chemical reactions. Therefore, approximately as much
methanol is wasted via crossover and evaporation as methanol
used to produce work.

The cell start-up power density and temperature rise for a cell
operated at constant voltages of 0.25 V and 0.35 V are presented
in Fig. 11. The temperature is taken on the surface of the cathode
catalyst layer along the centerline of the domain. The 0.35 V case,
which is similar to the case run by Guo and Faghri �6,7�, exhibits
the same start-up characteristics. In the experimental work, it was
noted that is took approximately 2 min for the cell to start to
produce power, and approximately 5 min for the cell power den-
sity to reach a stable operating state, where the power density
flattens out. Also, it was noted that the cell temperature rose for
the first 35 min before the cell temperature reached an equilibrium
state. The time scales of the experimental measurements and the
numerical simulations are the same. However, the temperature rise
of the numerical results is higher than the experiment. This may
be due to convective-cooling losses from the side surfaces of the
fuel cell, which are not modeled. While operating at a cell voltage
of 0.25 V, the sustainable power density was approximately
7 mW /cm2 higher than the power density achieved when operat-
ing the fuel cell at 0.35 V. This result is what would be expected
based on the cell polarization. Therefore, the remaining results are
from the 0.25 V cases.

The effects of the effective air-breathing thickness �L /�� on the
cell start-up are presented in Fig. 12. It can be noted that the stable
power density is approximately equivalent for effective air-
breathing thicknesses of 2.5–7.5 mm. However, when the effec-
tive thickness is increased to 12.5 mm, the power density de-
creases, because the oxygen transport is reduced. The methanol
concentration at the surface of the anode gas diffusion layer was
found to increase to a maximum value at 12–15 min. After this
time, the methanol concentration decreased and asymptotically

approached a steady value. The methanol concentration exhibits
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Table 2 Physicochemical properties

arameter Value Ref.

K /� /�
�m2/unitless/unitless�

	,
H2O /MeOH
�rad�

eOH distribution 2.5E−13 /0.3 /1 1.33
 /0 Assumed

2O storage 1E−10 /0.9 /1 0 /0 Assumed
gdl 1E−11 /0.7 /1 0 /0 Assumed
cl 2.5E−12 /0.6 /1.8 0 /0 Assumed
em. 1E−13 /0.5 /1.8 0 /0 Assumed

cl 2.5E−11 /0.6 /1.8 


3
/0

Assumed

gdl 1E−10 /0.7 /1 1.33
 /1.33
 Assumed

iffusivity, gas phase,
ij =Dji �m2 /s�

O2 /CO2

�
0.159�10−4

0.244�10−4

0.202�10−4

0.162�10−4

0.160�10−4

0.242�10−4

� at 293 K,

101.325 kPa

Lide �27� for
proportionality
of form
Dij � p−1T3/2

O2 /H2O
O2 /N2

CO2 /H2O
CO2 /N2

H2O /N2

�O2 /MeOH

CO2 /MeOH

H2O /MeOH

MeOH /N2

�Assumed �−0.06954+

4.5986�10−4T+

9.4979�10−7T2 ��10−4

Yaws �28�

iffusivity, liquid phase
m2 /s�

MeOH /H2O 10�−5.4163−999.778/T� Yaws �29�

ensity, �l,i �kg /m3� H2O

exp�6.9094−2.0146�10−5�T−273�−

5.9868�10−6�T−273�2+2.5921�10−8�T−273�3−

9.3244�10−11�T−273�4+1.2103�10−13�T−273�5 � Faghri and Zhang �23�

MeOH 244.4�0.224�−�1 − �T / 513��2/7� Yaws �29�

lectro-osmotic drag
oefficient �mol/mol�

nd 2.5 Ren et al. �24�

lectric conductivity
�−1 m−1�

�c
�m

4000
3.4

Kulikovsky et al.
�30�

ransfer coefficient �a
�c

0.82
0.76

Fit to data

pecific area �m−1� aax
ared

17.8
43,478

Fit to data
Assumed

xchange current I0,ref
MeOH 94.25 exp�35,570 /R�1 /353−1 /T�� Wang and Wang

�13�

ensity �A /m2� I0,ref
O2 0.04222 exp�732,000 /R�1 /353−1 /T��

xidation constant
mol /cm3�

� 4.4�10−9 Fit to data

eduction reference
ass fraction �kg/kg�

mO2,ref 0.23 Wang and Wang
�13�

hermodynamic
otential �V�

UMeOH −0.0229 Meyers and
Newman �25�

UO2 1.24 Wang and Wang �13�

istance �m� x1 1�10−2

x3−x1 1.2�10−3

x4−x3 1.5�10−4

x5−x4 2.3�10−5

x6−x5 1.8�10−4

x7−x6 2.3�10−5

x8−x7 1.5�10−4

y1 3.25�10−3

y2 5�10−3
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his trend because the water production rate in the chemical reac-
ion is greater than the water evaporation rate. Therefore, the

ig. 5 Continuous phase flow paths of CO2 with „a… constant
ore properties and „b… distributed pore properties compared
o the „c… distribution of CO2 bubbles generated experimentally
t the anode gas diffusion layer

ig. 6 Contour plots of CO2 in the anode gas diffusion layer
or „a… constant pore properties and „b… distributed pore

roperties
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methanol feed concentration at the anode becomes more dilute,
until the production and generation rates of water reach equilib-
rium.

The water usage, �H2O, and the cell temperature rise are pre-
sented in Fig. 13 for different air-breathing effective thicknesses.
It can be seen that the cell temperature increases with increasing
air-breathing thickness because the evaporation rate of water de-

Fig. 7 Comparison of cell polarization and power density of
numerical „lines, solid Tref=293 K, dashed Tref=300 K… and ex-
perimental results from Guo and Faghri †7‡ „symbols… for „a…
1M, „b… 2M, and „c… 3M methanol solutions
creases. For an effective air-breathing length of 2.5 mm, the water
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perature rise at ambient conditions of „a… 293 K and „b… 300 K

F
d
sults from Guo and Faghri †7‡
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consumption ration rises slightly higher than 1. This indicates that
the water produced is not enough to make up for the water loss
due to evaporation. Therefore, in order for this system to run
continuously, a water supply is needed for water makeup. When
the air-breathing thickness is increased, the water consumption
ratio is less than 1. However, if this value is too small, the water

Fig. 10 Methanol crossover reaction, and methanol and water
evaporation rates normalized by the stoichiometric coefficient
and the sum of the cell current density and the crossover cur-
rent for 2M methanol feed concentration with ambient tempera-
tures of „a… 293 K and „b… 300 K

Fig. 11 Cell start-up with varying cell voltage and a water stor-
age layer thickness and porosity of 1.2 mm and 0.9, respec-
tively, a methanol distribution porosity of 0.3, and an effective
air-breathing thickness of 5 mm at an ambient temperature of
ig. 9 Effect of relative humidity on cell polarization and tem-
ig. 8 Cell temperature rise, �T=Tcathode−Tref, versus current
ensity for different methanol concentrations; experimental re-
293 K
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roduced will eventually dilute the methanol concentration at the
node to a level where the cell performance begins to degrade.
onetheless, the system will maintain its stability.
The methanol consumption ratio due to current that contributes

o useful work and methanol evaporation are presented in Fig. 14.
t can be noted that the consumption ratio of the methanol current
ecreases with increasing air-breathing thickness. However, in-
reasing the air-breathing thickness decreases the evaporation rate
f methanol, because less carbon dioxide is generated at the an-
de, thus carrying less methanol vapor with it.

ig. 12 Cell start-up with varying effective air-breathing
engths and a water storage layer thickness and porosity of
.2 mm and 0.9, respectively, a methanol distribution porosity
f 0.3, a cell voltage of 0.25 V, and an ambient temperature of
93 K

ig. 13 Cell start-up temperature rise and water consumption
atio with a varying air-breathing effective length

ig. 14 Cell start-up methanol consumption ratio of the
ethanol used to produce useful work, and methanol
vaporated
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Conclusions
The temperature of a passive fuel cell was found to be a vital

component of the numerical models, as the maximum cell power
can substantially change with temperature. A numerical model is
used, which captures both continuous and discontinuous phase
regimes in a porous material. It was found that these limitations
can capture the phenomena of CO2 leaving from preferred sights,
and not continuously from the entire domain. The start-up condi-
tions of a passive fuel delivery system were characterized. Water
management was found to be crucial to stable operation, and it
was found that stability could be increased by increasing the air-
breathing layer effective thickness.
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Nomenclature
A � area of fuel cell �m2�
A � Stefan–Maxwell flux coefficient matrix �s /m2�
a � constant in coefficient matrix

aox � specific area for oxidation �m−1�
ared � specific area for reduction �m−1�

b � element in solution matrix
B � mole fraction to mass fraction conversion

matrix
cMeOH � methanol concentration in liquid �mol /cm3�

cH2O � water concentration in liquid �mol /cm3�
cp � specific heat �J/kg K�
dg � characteristic length of gas phase �m�

Dij � binary diffusivity �m2 /s�
Deff,ij � effective diffusivity of gas phase �m2 /s�

F � Faraday constant �C/mol�
g � gravity �m /s2�
h̄ � sensible heat �J/kg�

h0 � heat of formation �J/kg�
hm � mass transfer coefficient �kg /sm2�

I0,ref
MeOH � oxidation exchange current density �A /m2�
I0,ref
O2 � reduction exchange current density �A /m2�

I � current density �A /m2�
Ip � proton current density �proton /m2 s�
J � mass flux �kg /m2 s�

J�s� � Leverette function
k � thermal conductivity �W/m K�

krg � relative permeability of gas phase
krl � relative permeability of liquid phase
K � permeability �m−2�

ṁ� � mass source �kg /m3 s�
ṁ� � total species mass flux �kg /m2 s�
Mi � molecular weight of component i �kg/mol�
Mg � molecular weight of gas �kg/mol�
Ml � molecular weight of liquid �kg/mol�

n � surface normal vector
nd � electro-osmotic drag coeff. �mol/mol�

Nu � Nusselt number
pc � capillary pressure �Pa�
pl � liquid pressure �Pa�
pg � gas pressure �Pa�
Pr � Prandtl number
Ru � ideal gas constant �J/mol K�
R� � resistance ���

3
Rox � oxidation reaction rate �A /m �
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Rred � reduction reaction rate �A /m3�
Re� � pore Reynolds number

t � time �s�
T � temperature �K�
s � liquid saturation

Sh � Sherwood number
�Vk�k

� intrinsic phase velocity of phase k �m/s�
V � volume �m3�

xMeOH � mole fraction of methanol in liquid �mol/mol�
x � distance in x-direction �m�
y � distance in y-direction �m�

�l � liquid volume fraction
�l,MeOH � volume fraction of MeOH in liquid phase

�a � anode transfer coefficient
�c � cathode transfer coefficient
 � equilibrium constant in condensable phases
� � porosity
� � electric potential �V�
� � fuel consumption ratio

�a � anodic overpotential �V�
�c � cathodic overpotential �V�
� � oxidation constant �mol /cm3�
� � viscosity �N s /m2�
	 � contact angle between liquid and solid �rad�
� � surface tension �N/m�

�c � electrical conductivity of carbon phase
��−1 m−1�

�m � proton conductivity of membrane phase
��−1 m−1�

� � density �kg /m3�
� � tortuosity

�g,i � mass fraction of gas �kg/kg�
�l,i � mass fraction of liquid �kg/kg�

� � stoichiometric coefficient

ubscripts
acl � anode catalyst layer

agdl � anode gas diffusion layer
ccl � cathode catalyst layer

cgdl � cathode gas diffusion layer
e � entrance
g � gas
i � component i
j � component j
l � liquid

m � membrane
n � neighboring cells

ref � reference/ambient conditions
R � due to chemical reaction
T � due to mass transport

�evaporation/condensation�

uperscripts
k � previous iteration

k+1 � next iteration
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An Experimental and
Computational Heat Transfer
Study of Pulsating Jets
Synthetic jets are meso or microscale fluidic devices, which operate on the “zero-net-
mass-flux” principle. However, they impart a positive net momentum flux to the external
environment and are able to produce the cooling effect of a fan sans its ducting, reliabil-
ity issues, and oversized dimensions. The rate of heat removal from the thermal source is
expected to depend on the location, orientation, strength, and shape of the jet. In the
current study, we investigate the impact of jet location and orientation on the cooling
performance via time-dependent numerical simulations and verify the same with experi-
mental results. We firstly present the experimental study along with the findings. Secondly,
we present the numerical models/results, which are compared with the experiments to
gain the confidence in the computational methodology. Finally, a sensitivity evaluation
has been performed by altering the position and alignment of the jet with respect to the
heated surface. Two prime orientations of the jet have been considered, namely, perpen-
dicular and cross jet impingement on the heater. It is found that if jet is placed at an
optimum location in either impingement or cross flow position, it can provide similar
enhancements. �DOI: 10.1115/1.2891158�

Keywords: synthetic jets, electronics cooling, thermal management, impingement, jet
design
Introduction
Synthetic jets have been routinely investigated from the stand-

oint of flow control �1–4�, thrust vectoring of jets �5�, triggering
urbulence in boundary layers �6,7�, and heat transfer applications
8–10�. In the case of heat transfer applications, the cooling pro-
ess can be facilitated either by direct impingement of vortex
ipoles on heated surfaces �11,12� or via employing the jets to
nhance the performance of existing cooling circuits �13�. In view
f these applications, the jet performance can be assessed with
arious methodologies.

Integral analyses of the time and spatially dependent jet exit
elocity profiles serve to effectively quantify the jet performance
n terms of the net momentum/energy flux �4,14�. Gallas et al.
15� formulated accurate, low-dimensional models of the synthetic
et flow field to predict the impact of design changes on the losses
n a jet orifice. Similarly, Raju et al. �16� developed a scaling
elationship for the vorticity flux across the jet orifice. In addition,
semianalytical model for estimating the pressure loss across the

rifice for oscillatory flows was also proposed. Holman et al. �10�
erived a formation criterion for synthetic jets, which essentially
tipulated a condition in terms of nondimensional parameters to
revent reentrainment of vortex dipoles into the jet cavity during
he ingestion stroke. This criterion is particularly crucial for heat
ransfer applications since they heavily rely on the vortex dipole
ynamics for their cooling performance.

To the best of our knowledge, the heat transfer behavior of
ynthetic jets was first observed by Yassour et al. �17�. Their ex-
erimental setup comprised an enclosed cavity with an orifice and
loudspeaker acting as flexible membrane. A heater was aligned

n front of the orifice, and the heat transfer rates on its surface
ere recorded. The acoustic “puffs” emanating from the orifice
roduced a four times enhancement in the heat transfer. Coe et al.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 19, 2006; final manuscript
eceived June 25, 2007; published online April 23, 2008. Review conducted by Jay
. Khodabadi.

ournal of Heat Transfer Copyright © 20
�18� generalized the above cooling concept by making use of ac-
tuation technologies �piezoelectric actuation� other than loud-
speakers to create the synthetic jet action. Since then, active cool-
ing with synthetic jet has been an active topic of research
�8,9,11,12�. Garg et al. �19� performed an experimental study to
characterize the cooling power of the jet by contrasting its heat
transfer capability under a given temperature difference with that
of natural convection with the aid of an enhancement factor �EF�.
Very recently, Utturkar et al. �20� investigated the sensitivity of
synthetic cooling performance to its operating conditions and
alignment by experimental and computational strategies.

Numerical simulations of synthetic jets have been greatly in-
strumental in distilling the flow physics from the standpoint of
flow control �1,4� and heat transfer applications �10�. Numerical
simulations are able to provide finer temporal and spatial resolu-
tions of the flow domain, which could be a challenging proposi-
tion for experimental studies because of O�10-3–10-6� length
scales. Especially, in the case of heat transfer applications, the
cooling process is driven by impingement of vortex dipoles on the
heated surface �12�. Consequently, a sound understanding of the
vortex roll-up and dipole-forming mechanism and the interaction
of vortex dipole with wall are imperative to enhance the jet design
for heat transfer applications. This is possible via the approach of
numerical simulations, which yield a detailed description of the
flow field in space and time.

Recently, synthetic jet heat transfer research has attracted more
scientists in the academia and industry. The effects of a small-
scale rectangular synthetic air jet on the local convective heat
transfer from flat heated surface test results were reported �21�. It
was concluded that synthetic jets can lead to substantial enhance-
ment of the local heat transfer from heated surfaces by strong
mixing that disrupts the surface thermal boundary layer. The de-
pendence of the local heat transfer coefficient on the primary pa-
rameters of jet motion is characterized over a range of operating
conditions. Average Nusselt numbers were maximized when the
dimensionless plate spacing was between 14 and 18. Furthermore,
heat transfer rates were maximized when the jet frequency was

close to the resonance frequency of the driver cavity. The effi-
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iency and mechanisms of cooling a constant heat flux surface by
mpinging synthetic jets were investigated experimentally and
ompared to cooling with continuous jets �22�. Effects of jet for-
ation frequency and Reynolds number at different nozzle-to-

urface distances were investigated. High formation frequency
1200 Hz� synthetic jets were found to remove heat better than
ow frequency �420 Hz� ones. Moreover, synthetic jets are about
hree times more effective in cooling than continuous jets at the
ame Reynolds number. Using particle image velocimetry, it was
hown that the higher formation frequency jets are associated with
reakdown and merging of vortices before they impinge on the
urface. Heat transfer and acoustic aspects of the small-scale syn-
hetic jets are presented by Arik �23�. The synthetic jets designed
nd developed in this study provided peak air velocities of 90 m /s
rom a 1 mm hydraulic diameter rectangular orifice. The jets were
riven by a sine wave with an operating frequency between 3 kHz
nd 4.5 kHz, providing the highest thermal performance for the
urrent jets. It was found that the enhancement can be between
our to ten times depending on the heater size, showing that
maller sizes provide the best jet effectiveness. It was also noted
hat jet noise can be as high as 73 dB, but possible abatement
echniques can decrease this noise level to as low as 30 dB.

To the best of our knowledge, no study in the past has compre-
ensively investigated the heat transfer behavior of synthetic jets
n conjunction with numerical models of the fluid flow and struc-
ural dynamics. Such a study would be needed in understanding
he impact of the jet’s flow physics and structural behavior on its
eat transfer properties and would serve as a guideline in design-
ng synthetic jets for electronics cooling applications. To address
hese needs, we employ numerical models along with the experi-

ental data to understand the implications of the jet alignment/
rientation with reference to the heater. Additionally, we also
tudy the structural response of the jet to the excitation via modal
nalysis. This evaluation is expected to be a significant asset to the
esign of synthetic jet based cooling of electronic applications.

Experimental Study
An experimental test rig was designed and built to measure

ocalized surface temperatures and the heat transfer to the ambient
ia synthetic jet cooling �see Fig. 1�. A large Plexiglas enclosure
as employed to minimize ambient air drifts to the experimental

ig. Thin foil heaters sandwiched between thin aluminum backing
lates �with 125 �m thickness� were used in the experimental
tudy. Mapping the temperature profile of the localized points at
he heater was critical, and thus the entire surface was made vis-
ble to an infrared �IR� camera. While the jet was impinging on
ne of the heater surface, the temperature measurements were
erformed from the back surface using the IR camera. It was

Fig. 1 Experimental setup
nsured that a large fraction of the electrical power input to the

62201-2 / Vol. 130, JUNE 2008
heater was dissipated from the surface facing the jet, and the back
surface heat transfer and electrical leads were assumed to contrib-
ute to the total heat losses. In our earlier experiments �19�, we
used a slightly different approach by attaching the heater to a
Plexiglas frame. For the current study, we restricted the heater
design by not considering its physical attachment to any fixture to
avoid losses.

The heater temperature profile was first obtained under natural
convection conditions. The front and back sides of the heater were
tested at the same heater power condition. In this new procedure,
a few critical experimental settings were ensured before the syn-
thetic jet experiment was started. Firstly, the average temperature
between the front and back heater surfaces was ascertained to vary
by less than 1°C. Then, we obtained the natural convection heat
loss curve based on the difference between the average surface
temperature and ambient temperature. This curve was vital for the
accuracy of our heat transfer enhancement calculations, as will be
explained later.

In this study, the impingement heat transfer behavior of the
synthetic jets was of interest. Accordingly, the jet was located at
the desired location, and the flow streams impinged perpendicu-
larly on the heater. The jet was mounted on a traverse system,
enabling a precise placement and a 3D mobility of the jet. The jet
was powered by means of a function generator with a time har-
monic signal instrumented by a function generator and a power
amplifier. An oscilloscope was placed in the power circuitry to
precisely measure the frequency and driving voltage. The driving
power to the heater was measured and the contribution of the
backside natural convection was known �via the heat loss curve�,
the synthetic-jet-induced heat transfer could be determined. Elec-
trical power was measured as the product of the current measured
by a precision resistor and the voltage reading at the heater legs.

For accurate IR thermal imaging, the emissivity of the surface
should be known with the highest accuracy. Heater surfaces were
coated with known emissivity paint, and the emissivity �equal to
0.97� was measured by using the same methodology given in Garg
et al. �19�. Steady state temperature profiles were captured by
using an IR camera. A minimum pixel size of 300 �m was
achieved via appropriate lenses. A typical temperature profile un-
der natural conditions has been illustrated in Fig. 2�a�. Similarly,
Fig. 2�b� shows the influence of the jet on the heater temperature.
It is seen that the average temperature in Fig. 2�a� is 71.2°C,
while the maximum temperature difference between the hottest
spot to the coolest spot �at the side� was 10°C. This difference is
expected because of the heat dissipation from the heater sides.

2.1 Velocity Measurements. The jet operates by the periodic
ejection and the suction of the fluid. In order to capture both the
suction and the ejection velocities, a hotwire probe was placed
close to the jet orifice at a distance of approximately 0.5 mm �see
Fig. 3�a��. The jet velocity is measured by means of a TSI IFA 100
hot wire anemometry system, which has 0.5 �m thick probe wire.
A computer code was used to separately average the ejection and
suction peaks. A typical velocity profile for the synthetic jet is
shown in Fig. 3�b�. The average exhaust and average suction ve-
locities were calculated. Because of the single-wire probe type, no
directional output can be obtained; we are thus able to tap only the
local velocity magnitude.

The exhaust velocity was found to increase nonlinearly with the
driving voltage, as illustrated in Fig. 4. Specifically, the peak ex-
haust jet velocity tends to increase at a lesser rate with driving
voltage as the driving voltage is increased �19�. Though the cause
for this behavior has not been studied in detail, we expect it to be
because of either flow/structural nonlinearities or air leakages oc-
curring at the high voltages due to an increase in strain. Figure 5
presents the trend between the jet exit velocity and the heat trans-
fer enhancement. The driving voltage was kept at 50 V, while the
harmonic signal was swept in the range of 2–5.5 kHz. The defi-

nition of an EF is given in �19�
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s seen from the figure, an optimal air velocity of about 45 m /s is
bserved at 4.5 kHz, which is the natural frequency �or Helmholtz
requency� of the jet. Naturally, the best heat transfer performance
5.5 times based on Eq. �1�� is also obtained at that resonant
requency.

2.2 Power Measurements. Power consumption in an elec-
ronics cooling system is very important since it directly affects
he coefficient of performance �COP� of the cooling solution.
herefore, a careful study was carried out to obtain the true power
onsumption of the synthetic jets. Figure 6 shows the synthetic jet
ower measurement setup. In addition to the basic synthetic jet
eat transfer measurement setup, a 1 k� serial resistor was added
o increase the accuracy of the current measurements. Voltage

Fig. 2 Typical IR image showing heater t
tion, 1.56 W heater power „maximum
50 Vrms and 4500 Hz perpendicularly imp
of 10 mm at 1.56 W heater power „maxim
easurements were done before and after the resistance using a

ournal of Heat Transfer
high-frequency differential probe �Tektronix 5205 100 Hz�. By
using a known resistance and voltage values, electrical current for
the synthetic jet was calculated. Another high-frequency probe
measured the exact driving voltage of the synthetic jets. During
the experiments, the voltage, current, frequency, and phase were
recorded by an oscilloscope.1

The effect of the driving voltage on the jet power consumption
is depicted in Fig. 7. It is interesting to note the steady increase of
power consumption over 30 V of the driving voltage. While the
power consumption follows a steady trend, the jet exit velocity
does not show the same steady trend over 30 V �as seen in Fig. 4�.
This indicates that the jet may be less efficient at higher voltages
�greater than 30 V�.

The effect of the driving frequency over the jet power con-

1

perature distribution. „a… Natural convec-
perature=71.2°C…. „b… Synthetic jet at

ing on the heater center from a distance
temperature=43.5°C….
em
tem
ing
LeCroy wave runner 6100.
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umption is seen in Fig. 8. The jet was driven at 50 V constant
oltage supply, and the frequency was swept between 2000 Hz
nd 6000 Hz. This range encompassed the structural and the
elmholtz natural frequencies of the jet. The jet showed maxi-
um power consumption at the resonance frequency of 4500 Hz.
efore and after the resonance frequency, it showed lower power
onsumption. This is particularly significant because of the ca-
acitive effect and the fluid-structural coupling of the jet.

Power consumption is a very important design constraint for
he application of synthetic jets in electronics cooling applica-
ions. From Figs. 5 and 8, we can comment that one can drive

Fig. 3 „a… illustration of hotwire l
velocity response tapped by the ho

ig. 4 Variation of peak jet exit velocity with driving voltage

mplitude

62201-4 / Vol. 130, JUNE 2008
synthetic jets in the range of 40–100 mW and get about four to
six times heat transfer enhancement. Furthermore, based on the
consumed jet power and the measured heater input power, a COP
of about 10 is estimated for the synthetic jet actuators in the
present study.

2.3 Uncertainty Analysis. Standard techniques were fol-
lowed to obtain the experimental uncertainty �24�. The basic un-
certainty sources were temperature, power measurements, heat
losses, and calibration errors. The uncertainty associated with

tion near the jet exit. „b… Typical
ire „50 Vrms and 4500 Hz….

Fig. 5 Effect of driving frequency on heat transfer enhance-
oca
ment and peak jet exit velocity
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emperature measurement using the T-type thermocouples was
1°C. The error in temperature measurements using the IR cam-

ra is introduced due to the emissivity of the paint. The error in
emperature measurements due to emissivity is �0.5°C. It is in-
eresting to note that most of this uncertainty was contributed by
he thermocouple. A standard 0.1 � precision resistor was placed

1. Power generator and amplifier, SRS DS345

2. Tektronix 5205 100mHz. High voltage
differential probe

3. Tektronix 1103 Tekprobe power Supply

4. LaCroy waveRunner 6100, 1GHz, Oscillosc

5. 1 kOhm resistor

Fig. 6 Experimental setup for p

Fig. 7 Synthetic power consumption with driving voltage
Fig. 8 Synthetic jet power consumption with frequency

ournal of Heat Transfer
in the heater power circuit to measure the current. The total un-
certainty in the heater power measurements was estimated to be
approximately 0.05%.

3 Description of Computational Models

3.1 Fluid Flow Model. The schematic of the 2D synthetic jet
model is depicted in Fig. 9. The jet is modeled, as shown, by a
23 mm tall cavity. The motion of the side diaphragms is suitably
modeled by a spatially varying velocity profile, as shown below in
Eqs. �2� and �3� and as illustrated in Fig. 9,

uleft = A/2�1 − cos�2�y/D��sin�2�ft� �2�

uright = A/2�1 − cos�2�y/D��sin�2�ft + �� �3�

AGILENT Data
Acquisition

er consumption measurements
ope
Fig. 9 Schematic of a 2D synthetic jet model
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Here, A is the velocity amplitude, D is the diaphragm height,
nd f is the operating frequency. In the present study, we assign
=3 m /s and f =4500 Hz. The above profiles, besides yielding

ero u velocity, also produce a zero u velocity gradient at the ends
o imitate the clamping effect of the diaphragm �refer to Refs. �4�
nd �14��. The width and height of the jet orifice are 1 mm. The
hamber comprises a 1 in. long heater, which is modeled as a
thin” aluminum wall emitting 1.32 W of heat. All other walls are
t 20.8°C �ambient�. The distance of the heater from the jet orifice
s chosen to be 10 mm based on a previously reported sensitivity
nalysis �19�. All of the above specifications are consistent with
he experimental setup shown in Fig. 1, and the simulation inputs
re based on the experimental case corresponding to the peak
erformance point, as shown in Fig. 5.

A commercial computational fluid dynamics �CFD� software
FLUENT©, Release 6.2.16� is employed to perform two-
imensional, incompressible, time-dependent Navier–Stokes com-
utations on the above geometry. The second-order upwind
cheme is employed for the convective terms, and central differ-
ncing is used for the viscous terms. The energy equation is
olved in addition to the mass �continuity� and momentum equa-
ions. Time stepping is performed via the first-order implicit Euler
iscretization. The commonly used noniterative operator-splitting
echnique pressure-based implicit splitting of operators �PISO�
25� is selected for pressure-velocity coupling to expedite the
omputational time without sacrificing the formal accuracy.

The Reynolds number �Re� for the simulation, based on time-
veraged mean velocity at the jet exit, is 2012. The Stokes number
S�, which is a nondimensional form of the forcing frequency, is
2. The definitions of Re and S are mentioned below alongside
ther relevant parameters.

Re =
Vinv

av d

�
�4�

S =�2�fd2

�
�5�

n the above equations, Vinv
av represents the time-averaged �over

alf a cycle� and spatially averaged velocity in the jet orifice.
ecently performed direct numerical simulations have demon-

trated turbulent flow transitions for synthetic jets operating
round Re=1150 and S=17 �26�. They also indicated the ten-
ency of the flow to stabilize to a laminar regime in the jet orifice.
hus, the flow regimes for synthetic jet actuators could range

rom being laminar in the orifice to turbulent in the external en-
ironment. Though the use of Reynolds averaged Navier Stokes
RANS� -based turbulence models appears as an intuitive option,
he resultant high effective viscosity is expected to damp the small
orticity scales in the jet orifices and blur the flow physics. Con-
idering this fact, we choose to perform laminar simulations in
his study in conjunction with the use of a finer mesh near the
rifice vicinity �22 mesh points across the orifice�.

3.2 Structural Model. The structural design of the synthetic
et has a significant impact on its cooling ability. Piezoelectric

aterials were used as actuators to deform the synthetic jet struc-
ure at a high frequency, resulting in rapid changes to the enclosed
olume of air to alternately ingest and expel air through the orifice
reating the pulsating jet that impinges on the surface to be
ooled. A structural dynamics model was developed to understand
he mechanical behavior of the cooling device and to perform
arametric studies for future improvements. The model is based
n a Ritz approach that assumes polynomial displacement func-
ions. These functions are combined with the geometric and ma-
erial properties to determine the potential and kinetic energy of
he structure indicated. Minimization of the total energy indicated

he equations of motion below,
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�MSS 0

0 MFF
��ÜS

ÜF

� + �CSS CSF

CFS CFF
��U̇S

U̇F

� + �KS + KF KSF

KSF KF
�

��US

UF
� = �FS

0
� �6�

Note that the stiffness matrix is highly coupled between the struc-
ture and the fluid since the volume of enclosed air acts like a
spring that is driven from the piezoelectric structure. The damping
matrix is also coupled as viscous forces through the orifice and
tends to resist the flow of air that is coupled to the structure. The
structural component of the damping matrix is determined by as-
suming Rayleigh damping where the structural damping is as-
sumed to be proportional to the stiffness and mass matrices. The
mass matrix is uncoupled, and there are no external fluid forces.

4 Results and Discussions

4.1 Experimental Results. The impacts of the driving fre-
quency, voltage, and jet-to-heater spacing on the heat transfer and
jet power consumption were studied. The resonance frequency
�4.5 kHz� was previously determined from laser vibrometer
measurements.

In the first set of heat transfer augmentation experiments con-
ducted, the power to the heater was set to such a level that the
heater temperature was in the vicinity of 80°C. The total power
input to the heater for this setting was 1.56 W. The IR image of
the heater under natural convection conditions is shown in Fig.
2�a�. After the system reached a steady state under natural con-
vection conditions, the temperature distributions were recorded.
The axial distance between the jet and the heater was set to the
desired location. The synthetic jet was turned on with the desired
driving frequency and voltage. The axial distance was varied be-
tween 5 mm and 50 mm.

In Eq. �1�, Ts is the average heater temperature and qjet is the
heat flux dissipated from the surface of the heater facing the syn-
thetic jet. As a result, qjet was not equal to the total heat input to
the heater, as there was a finite heat loss from the back side of the
heater due to natural convection to ambient. Figures 10 and 11
present the effect of the driving voltage and the axial distance over
the heat transfer. As seen from the figure, the increased driving
voltage does not increase the heat transfer at the same rate as the
jet power consumption. This is particularly important because it
might cause degradation of COP �i.e., COP� and might coarsen the
advantage of the higher EFs obtained at higher voltages.

An optimum placement of the jet from the heater is important.
In an ideal system, the jet should not consume a large footprint
area and volume. Therefore, it should be placed as close as pos-
sible. As given in Fig. 11, the jet can be placed as close as 5 mm
with little performance degradation, though it gives a better per-
formance at 10 mm. There are several reasons for an optimum

Fig. 10 Effect of driving voltage on heat transfer enhancement
spacing to provide a better heat transfer performance. First of all,
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t low spacing, the area of the heater being cooled by impinge-
ent is much smaller. This implies that the region of high heat

ransfer coefficient is smaller at smaller spacing, leading to a
ower overall heat transfer coefficient. This, in turn, leads to a
igher average heater temperature. Another important aspect is the
ir temperature. The air exiting the jet during the exhaust cycle is
otter than the ambient, mainly because of the heat generated
ithin the jet itself. When the jet is placed very close to the heat

ource, the temperature of the impinging air is close to the tem-
erature of the air exiting from the jet. When the distance between
he jet and the heater is increased, ambient air gets entrained,
ausing the temperature of the air impinging upon the heater to
ecrease substantially �Garg et al. �19��.

4.2 Flow Simulation Results. In this section, the experimen-
al data were employed to develop and assess the computational

odel and extend the computational model/tool to predict the be-
avior of the jet under different alignment conditions.

The sensitivity of the model illustrated in Fig. 9 is investigated
y two grids: 16,300 nodes �40 across the orifice� and 26,800
odes �60 across the orifice�. The heater in the simulations is
odeled by a constant heat flux boundary patch. Accounting the
easured heat loss of 0.25 W for the given heater power of

.56 W, a net heat flux of 1.32 W is applied over the 25.4 mm
ong heater patch. Since the hotwire location, dimensions, and

easurements are known, we extracted and averaged the velocity
agnitude from the grid points at the hotwire location. The un-

ertainty in the hotwire length and location is within �0.25 mm.
he time-dependent results in Fig. 12 not only show that they are

ig. 11 Effect of axial distance on heat transfer enhancement

ig. 12 Time-dependent velocity magnitude extracted from

he computational domain at the hotwire location

ournal of Heat Transfer
fairly grid independent, but also illustrate a reasonable match with
the experimental measurements in Fig. 3�b� �given the above hot-
wire uncertainties� for both mesh densities. This agreement instills
confidence in the computational procedure.

The steady state heater temperature is averaged and compared
with the average temperature on the 25.4 mm heat flux patch in
the CFD model. For instance, the experimental heater average
temperature mentioned in Table 1 is extracted from Fig. 2�b�. As
seen from the table, the average temperatures and average heat
transfer coefficients, which are likewise calculated, agree within
5% between the experiments and simulations. While the compu-
tational study only solved for the fluid flow and heat transfer from
the heater surface, it did not consider the internal conduction ef-
fects in the thin aluminum plate. We assume that they are
negligible.

Our natural convection heat loss experiment yielded a natural
convection heat transfer coefficient equal to 18 W /m2 K �it in-
cludes both natural convection and radiation� at a 40°C heater
temperature. Using this value, we could extract the EF �Eq. �1��
variation over the heater surface. Figure 13 depicts that though the
overall enhancement on the heater is about five times �as indicated
by the average heat transfer coefficient in Table 1�, the middle
portion of the heater is subjected to a 14 times enhanced heat
transfer. Furthermore, an almost eight jet diameter wide area on
the heater experiences at least 10 times heat transfer. This infor-
mation is highly useful in sizing the complete thermal system. For
instance, for a given jet size, we could decide the maximum area
that can be cooled with the jet, and, vice versa, for a given heater
size it can indicate the minimum size of the jet to be used.

The instantaneous vorticity plots in Fig. 14 reveal the relation
between the heat transfer variation and the flow field. As ob-
served, the jet periodically emanates vortex dipoles, which im-
pinge on the central part of the heater and convect heat away from
the heater surface. Thus, we obtain the maximum cooling power
at the exact impingement locations. The temperature difference
plots in the same figure indicate the formation of hotspots at the
heater ends, which agrees with the previous discussion. The in-

Table 1 Comparison between CFD and experiments „T0
=20.8°C…

Variable Expt. CFD Difference �%�

Tav, °C 42.1 41.0 2.6
hav, W /m2 K 95.6 100.0 4.6

Fig. 13 Variation of temperature rise and heat transfer en-

hancement along the heater surface
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tantaneous vorticity plots are not able to clearly explain the for-
ation of these hotspots though they justify the heat transfer be-

avior at the heater center. As a result, we portray the time-
veraged velocity field in Fig. 15 that may be viewed from the
erspective of a steady jet. The flow field is characterized by a
erpendicular impingement of the jet with a stagnation point at the
eater center. In a time-averaged sense, the jet induces recircula-
ion currents, which seemingly scale with the distance between the
eater and the jet. Between two adjacent recirculation zones, there
xist smaller secondary recirculation zones near the heater sur-
ace. Interestingly, the hotspots seen in Figs. 13 and 14 develop
ear the location of these secondary vortices. This could be due to
he fact that the secondary vortices stagnate the fluid within a
maller region and thus restrict the heat transfer. Furthermore, the
elocity contours depict an upward jet movement at about
0 m /s. This value, which is the velocity actually facilitating the
eat transfer, is fairly lower than the peak hotwire measurement
50 m /s�. As a result, we believe that the hotwire measurement
ay be inadequate in terms of gauging the heat transfer, and time-

veraged results may be more valuable for this matter.
We finally alter the jet alignment from the perpendicular im-

ingement position to the cross flow orientation. This is motivated
y packaging restrictions, which may arise due to space limita-
ions between two circuit boards. Figure 16 shows the computa-

ig. 14 Normalized vorticity and temperature rise at the begin-
ing of the expulsion phase of the jet

ig. 15 Time-averaged streamlines and synthetic jet velocity
eld

ig. 16 Schematic of computational domain in the cross flow

lignment
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tional domain. Note that we just change the jet angle from
90 deg to 0 deg, holding other computational parameters con-
stant. Figure 17 compares the temperature rise on the heater sur-
face between the perpendicular and cross flow positions. Though
the heater temperature in the cross flow case is asymmetrical, its
average value over the heater surface is within 0.1°C of the av-
erage value in the perpendicular case. Thus, the cross flow posi-
tion works as good as the perpendicular impingement position. In
the case of the cross flow alignment, the heat transfer is facilitated
through a boundary layer flow, as opposed to the perpendicular
impingement. Though the flow structure near the heater surface is
different in each case, the heat transfer is less affected by it.

4.3 Structural Dynamics. The calculated mode shapes
shown in Fig. 18 indicate the shape of the deformed structure at
its resonance frequencies and give a good indication of how the
structure behaves at its operating frequency. The modes are found
by calculating the eigenvectors of the equations of motion pre-

Fig. 17 Temperature variation on the heater surface for the
two flow alignments

Fig. 18 Synthetic jet mode shapes. The squishy and Helm-
holtz modes are the dominant modes at lower frequencies. The
bending mode occurs at higher frequencies. This mode simul-
taneously compresses and expands the volume of enclosed

air, resulting in minimal flow.
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ented above. In this figure, the modal displacements are plotted
s a function of the normalized radius of the synthetic jet device.
he “squishy” mode is the near rigid body motion of the pair of
lates moving in and out, which compress the enclosed volume of
ir. It is normally the lowest frequency mode. The next highest
requency mode is typically the Helmholtz mode. This is the
coustic mode that results in the greatest air flow through the
rifice. The volume of enclosed air acts as a compressible spring,
hile the volume of air in the orifice acts as an incompressible

lug with a particular mass. When the driving frequency is such
hat these two volumes act in phase, an amplification effect occurs
nd this is known as the Helmholtz resonance. This acoustic
elmholtz mode also tended to influence the structural displace-
ents from a feedback process through a fluid-structure interac-

ion. The first bending mode occurs at a higher frequency. This
ode refers to the bending of the plates that compress the en-

losed volume of air. Note that this bending mode simultaneously
ompresses and expands the volume of enclosed air depending on
he radius resulting in a cancellation of the change in pressure
cross the entire enclosed volume, thus reducing the air that is
orced through the orifice.

The model is also useful to perform parametric studies of vari-
us synthetic jet parameters. A good metric of the jet’s cooling
erformance is the volumetric flow rate Q found as follows:

Q =
1

3
R2VCf �7�

n Fig. 19, the volumetric flow rate is plotted as a function of
riving frequency for three cases. In the first case, the flow is
alculated for a nominal disk radius of 5 mm. In cases 2 and 3, the
ow is calculated at a radius 20% less than nominal �4 mm� and
0% greater than nominal �6 mm�, respectively. The first reso-
ance frequency �squishy mode� is not nearly as sensitive to geo-
etric changes compared to the second resonance frequency at

he Helmholtz mode. This is because the Helmholtz frequency
epends explicitly on the geometry, and not on the material char-
cteristics. The squishy mode depends on both the geometry and
he material characteristics. As the synthetic jet grows in diameter,
he mass of the disks increases, but the amount of material holding
hem in place also increases. The net result is that the stiffness and

ass increase roughly in proportion, thus reducing the sensitivity
f the squishy mode frequency to geometric changes. The trend of
ncreased flow with larger jets is clear. This indicates that larger
ynthetic jets produce more flow and, thus, better cooling perfor-
ance. Practical geometric constraints in a particular cooling ap-

lication will limit the size of the synthetic jet and, thus, the

ig. 19 Flow versus frequency. The flow increases with fre-
uency up to the first resident point.
ooling capability.

ournal of Heat Transfer
5 Summary and Conclusions
The current study presented experimental and computational

results on the performance of synthetic jets under various operat-
ing conditions. Hotwire velocity measurements and IR thermal
measurements are used to measure the jet exit velocity and heat
transfer augmentation, respectively. The computational model,
based on the experimental setup, is validated using the experimen-
tal measurements. The match between the two studies is within
5%.

The enhancement caused by synthetic jet is dependent on the
operating frequency. Naturally, the best performance is obtained at
the resonance frequency. Furthermore, the enhancement increases
with the jet driving voltage due to an increase in the disk ampli-
tude. However, at higher voltages, the jet consumes power at a
much higher rate and, consequently, loses its COP. The power
measurements in this study indicate a high COP of approximately
10 for the synthetic jet, which underscores its high cooling effi-
cacy.

The computational model reveals the variation of heat transfer
over the heater surface. In general, the local performance of the jet
at the impingement locations may be two to three times its overall
performance. This variation of heat transfer behavior unveiled by
CFD would also assist in sizing the jet orifice for a given elec-
tronic component. The cooling performance of the synthetic jet is
strongly dependent on the time-averaged flow structure of the jet,
while instantaneous velocity values/measurements may be mis-
leading and less conservative. The structural models reveal the
key mode shapes of the jet, namely, the acoustic mode and the
squishy mode. While the acoustic mode produces high heat trans-
fer rates, it is a noisy mode of the jet operation. In contrast, the
squishy mode is able to deliver a comparable level of cooling
enhancements at much lower noise levels �less than or equal to
40 dB�.

Lastly, the numerical simulations justify that synthetic jets may
be equally effective in cross flow alignment and may be conve-
niently packaged between two closely spaced circuit boards.
Overall, the present study significantly contributes to maturing
different aspects of synthetic jet design and is expected to be an
asset to transitioning synthetic jets from exploratory devices in
laboratories to a robust electronics cooling solution.
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Nomenclature
x, y, and t � coordinate axes and time

M, C, and K � mass, damping, and stiffness matrices
U � degrees of freedom �overdots represent deriva-

tive with respect to time�
F � piezoelectric force vector
R � inner radius of the jet enclosed volume
Q � volumetric flow rate
u � x-velocity component
� � vorticity
A � amplitude of the velocity profile
D � length/height of the diaphragm
f � operating frequency
d � orifice diameter

Re � Reynolds number
S � Stokes number
V � velocity scale
T � period of oscillation or temperature
� � kinematic viscosity
� � dynamic viscosity
	 � density

h � heat transfer coefficient
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R

0

q � heat flux

ubscripts
av � time averaged over half cycle

inv � equivalent of an inviscid profile
0 � ambient

rms � root mean square
s � surface

nc � natural convection
jet � side of the heater facing the jet
S � structural property
F � fluid property
C � jet disk center
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An interfacial tracking method was developed to model rapid melting and resolidification
of a freestanding metal film subject to an ultrashort laser pulse. The laser energy was
deposited to the electrons near thin film surface, and subsequently diffused into a deeper
part of the electron gas and transferred to the lattice. The energy equations for the
electron and lattice were coupled through an electron-lattice coupling factor. Melting and
resolidification were modeled by considering the interfacial energy balance and nucle-
ation dynamics. An iterative solution procedure was employed to determine the elevated
melting temperature and depressed solidification temperature in the ultrafast phase-
change processes. The predicted surface lattice temperature, interfacial location, inter-
facial temperature, and interfacial velocity were compared with those obtained by an
explicit enthalpy model. The effects of the electron thermal conductivity models, ballistic
range, and laser fluence on the melting and resolidification were also investigated.
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ntroduction
Microscale heat transfer has drawn the attention of many re-

earchers due to its importance in many advanced manufacturing
nd materials processing. The traditional phenomenological laws,
uch as Fourier’s law of heat conduction, are challenged in the
icroscale regime because �1� the characteristic lengths of the

arious heat carriers are comparable to each other and to the char-
cteristic length of the system considered, and/or �2� the charac-
eristic times of the various heat carriers are comparable to the
haracteristic energy excitation time �1�. Thus, microscale heat
ransfer can be referred to as heat transfer occurring on both the

icro-length- and micro-time-scales. Microscale heat transfer
nds applications in thin film �micro-length-scale� as well as
ltrashort-pulsed laser processing �micro-time-scale�.
Ultrafast laser material processing has received significant at-

ention due to a growing need for the fabrication of miniaturized
evices at micro- and nanoscales. When the laser pulse is reduced
o a nanosecond �10−9 s� or less, the heat flux of the laser beam
an be as high as 1012 W /m2. For femtosecond pulse lasers, the
aser intensity can even be up to 1021 W /m2. Compared to long-
ulsed laser processing, short-pulsed laser processing enables us-
rs to precisely control the size of the heat-affected zone, the heat
ate, and the interfacial velocity. Griffith et al. �2� investigated
emtosecond laser machining of steel and developed the femtosec-
nd laser micro-fabrication capability in the microscale regime.
lein-Wiele et al. �3� introduced a new technology of laser pro-

essing via ablation for nanofabrication of solid materials with
emtosecond laser. Heat-affected zone of metals ablated with fem-
osecond laser was investigated by Hirayama and Obara �4�.

During laser-metal interaction, the laser energy is first deposited
nto electrons on the metal surface, where two competing pro-
esses occur �5�. One is ballistic motion of the excited electrons

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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eceived September 10, 2007; published online April 23, 2008. Review conducted by

en Q. Li..

ournal of Heat Transfer Copyright © 20
into deeper parts of the metal with velocity close to the Fermi
velocity ��106 m /s�. Another process is collision between the
excited electrons and electrons around the Fermi level—an elec-
tron temperature is defined upon establishment of equilibrium
among hot electrons. These hot electrons are then diffused into
deeper part of the electron gas at a speed ��104 m /s� much lower
than that of the ballistic motion. Meanwhile, the hot electrons are
cooled by transferring their energy to the lattice through electron-
phonon coupling. The nonequilibrium between electrons and lat-
tice has been observed experimentally �6,7� and can be described
by the two-temperature model, which was originally proposed by
Anisimov et al. �8� and rigorously derived by Qiu and Tien �9�
from the Boltzmann transport equation. The nonequilibrium elec-
tron and lattice temperature model can also be derived using the
dual-phase-lag model by considering lagging behavior of different
energy carrier �10,11�. Jiang and Tsai extended the existing two-
temperature model to high electron temperatures by using full-run
quantum treatments �12�. Chen et al. proposed a semiclassical
two-step heating model to investigate thermal transport in metals
caused by ultrashort laser heating �13�.

Most existing two-temperature models dealt with the case that
lattice temperature is well below the melting point and only pure
conduction is considered. Under higher laser fluence and/or short
pulse, the lattice temperature can exceed the melting point and
melting takes place. The liquid phase will be resolidified when the
lattice is cooled by conducting heat away. Short-pulsed laser melt-
ing of thin film involves the following three steps �14�: �1� ab-
sorption of photon energy by free electrons, �2� energy transfer
between the free electrons and the lattice, and �3� phase change of
the lattice due to the propagation of energy. The rapid phase-
change phenomena induced by ultrashort pulse laser are con-
trolled by nucleation dynamics at the interface, not by interfacial
energy balance �15�. The solid-liquid interface can be heated well
above the melting point during a rapid melting process, in which
case the solid becomes superheated. Similarly, the solid-liquid in-
terface can be cooled far below the melting point in the rapid
solidification process, in which case the liquid becomes under-

cooled. Both superheated solid and undercooled liquid are ther-
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odynamically metastable states. Once phase change is triggered
n a superheated solid or undercooled liquid, the solid-liquid in-
erface can move at an extremely high velocity �on the order of
0–103 m /s�. When the laser fluence is sufficiently high �16� or
hen the laser pulse width is in the order of femtosecond �17�, the

iquid surface temperature may exceed the saturation temperature
nd vaporization may take place.

Many numerical models for melting and solidification of vari-
us phase-change materials �PCMs� have been developed. The
umerical models can be divided into two groups �18�: deforming
rid schemes �or strong numerical solutions� and fixed grid
chemes �or weak numerical solutions�. Deforming grid schemes
ransform solid and liquid phases into fixed regions by using a
oordinate transformation technique. The governing equations and
oundary conditions are complicated due to the transformation.
owever, the disadvantage of deforming grid schemes is that it

equires a significant amount of computational time. On the con-
rary, the fixed grid schemes use one set of governing equations
or the whole computational domain including both liquid and
olid phases, and solid-liquid interface is later determined from
he temperature distribution. This simplicity makes the computa-
ion much faster than deforming grid schemes, while it still pro-
ides reasonably accurate results �19�. There are two main meth-
ds in the fixed grid schemes: the enthalpy method and the
quivalent heat capacity method. The enthalpy method �20� can
olve heat transfer in the mushy zone but has difficulty with tem-
erature oscillation, while the equivalent heat capacity method
21,22� requires a large enough temperature range in the mushy
one to obtain a converged solution. Cao and Faghri �23� com-
ined the advantages of both enthalpy and equivalent heat capac-
ty methods and proposed a temperature transforming model
TTM� that could also account for natural convection.

The energy equation for electrons was solved using a semi-
mplicit Crank–Nicholson scheme, while the energy equation and
hase change for lattices were solved using an explicit enthalpy
odel in Refs. �14,17�. While an explicit scheme is very easy to

pply, a very small time step is required to ensure stability. De-
elopment of an implicit scheme for enthalpy model that can out-
erform an explicit scheme is numerically challenging �18�. The
TM�23� and the enthalpy linearization model �24� are two very
fficient models that can be easily discretized using an implicit
cheme. These two models assume that phase change occurs in a
ange of temperature near the melting point, which prevents an
nclusion of superheat in solid in the melting stage and undercool-
ng of liquid in the solidification stage. In this paper, a fixed grid
nterfacial tracking method is proposed to solve kinetics con-
rolled rapid melting and resolidification during an ultrashort pulse
aser interaction with a freestanding metal film. Effects of electron
hermal conductivity model, ballistic range, and laser fluence on
he phase-change processes are investigated.

hysical Model
The physical model of the problem under consideration is

hown in Fig. 1. A metal film with a thickness of L and an initial

Fig. 1 Laser melting of thin film
emperature of Ti is subjected to a temporal Gaussian laser pulse

62401-2 / Vol. 130, JUNE 2008
with a full width at half maximum �FWHM� pulse width of tp and
fluence of J�J /m2� from the left surface �x=0�. The problem can
be approximated to be one dimensional because the radius of the
laser beam is significantly larger than the metal film thickness.
The energy equation of the free electrons is

Ce
�Te

�t
=

�

�x
�ke

�Te

�x
� − G�Te − Tl� + S �1�

which is valid in the entire computational domain. The energy
equation for the lattice is

Cl
�Tl

�t
=

�

�x
�kl

�Tl

�x
� + G�Te − Tl� �2�

which is valid in both solid and liquid phases but not at the solid-
liquid interface. The heat capacity of electron is proportional to
the electron temperature, i.e.,

Ce = BeTe �3�

The bulk thermal conductivity of metal measured at equilibrium
keq is the sum of the electron thermal conductivity ke and the
lattice thermal conductivity kl. Since the mechanism for heat con-
duction in metal is diffusion of free electron, ke is usually domi-
nated. For gold, ke is 99% of keq, while kl only contributes to 1%
of keq �25�. At a nonequilibrium condition, thermal conductivity of
the electrons depends on the temperatures of both electrons and
lattice �14�, i.e.,

ke = keq�Te

Tl
� �4�

where keq�T� is the thermal conductivity of the electron when the
electrons and lattice are in thermal equilibrium. Equation �4� is
valid when the electron temperature is much lower than the Fermi
temperature TF, which is 6.42�104 K for gold. If the electron
temperature is comparable to the Fermi temperature, the electron
temperature can be calculated by �26�

ke = �
��e

2 + 0.16�5/4��e
2 + 0.44��e

��e
2 + 0.092�1/2��e

2 + ��l�
�5�

where �e=Te /TF and �l=Tl /TF. The two constants in Eq. �5� are
�=353 W /m K and �=0.16 for gold. For high electron tempera-
ture, �e�1, Eq. �5� results in the well-known dependence ke

�Te
5/2 that is the characteristics of low-density plasma. On the

other hand, Eq. �5� will reduce to Eq. �4� under low electron
temperature limit, �e�1. The difference between the results ob-
tained by using thermal conductivities will be discussed later. The
electron-lattice coupling factor G for liquid is 20% higher than
that of the solid, because electrons collide more frequently with
liquid atoms than with the atoms in the solid crystals �14�.

The source terms in Eq. �1� can be described by the following
equation:

S = 0.94
1 − R

tp�
J exp� x

�
− 2.77� t

tp
�2� �6�

where R is the reflectivity of the thin film, tp is the laser pulse
duration �s�, � is the optical penetration depth �m�, and J is the
laser pulse fluence �J /m2�. While Eq. �6� is widely used in many
existing works, Wellershoff et al. �27� and Hohlfeld et al. �5�
suggested that the ballistic motion and diffusion of the hot elec-
trons spread the absorbed laser energy into a much greater depth
of electrons, especially for the s / p-band metals. This hot electron
bath should be initially localized within either the ballistic range
�for s / p-band metals� or the optical penetration depth. Therefore,
it is necessary to incorporate the effect of the ballistic motion and
hot electron diffusion by adding the ballistic range �b to the opti-

cal penetration depth in Eq. �6�, i.e.,
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S = 0.94
1 − R

tp�� + �b��1 − e−L/��+�b��
J exp� x

� + �b
− 2.77� t

tp
�2�

�7�

here �1−e−L/��+�b�� is to correct the film thickness effect. The
ffect of ballistic motion on the ultrafast melting and resolidifica-
ion will be discussed later.

The lattice thermal conductivity k� is taken as 1% of the ther-
al conductivity of bulk metal, keq, since the mechanism of heat

onduction in metal is mainly by electrons �14,25�, i.e.,

kl = 0.01keq �8�
While many researchers suggested that the conduction term in

q. �2� be negligible �e.g., Refs. �9,12��, Chen and Beraun �28�
howed that inclusion of a lattice conduction resulted in a more
ccurate thermal response than the models without a lattice con-
uction. As will become evident later, large lattice temperature
radients in solid and liquid phases exist near the solid-liquid
nterface during ultrashort pulse laser induced melting and reso-
idification and therefore, lattice conduction is included in this
ork.
While the energy equation for electrons, Eq. �1�, is valid for

oth solid and liquid phases, the coupling factor for solid and
iquid phases is different. For the energy equation of lattice, Eq.
2� is valid for both solid and liquid phases, but not at the inter-
ace. The energy balance at the solid-liquid interface is �29�

kl,s
�Tl,s

�x
− kl,�

�Tl,�

�x
= 	�hmus, x = s�t� �9�

here the additional interfacial velocity due to the density change
uring melting and solidification has been considered.

For the conventional melting process, the velocity of the solid-
iquid interface is obtained by the energy balance, as specified by
q. �9�. However, this is not the case for rapid melting/
olidification processes, because the velocity of the interface is
ominated by nucleation dynamics. For short-pulsed laser melting
f gold, the velocity of the solid-liquid interface is described by
14�

us = V0�1 − exp�−
hm

RgTm

Tl,I − Tm

Tl,I
�	 �10�

here V0 is the maximum interface velocity, Rg is the gas constant
or the metal, and Tl,I is the interfacial temperature. The interfacial
emperature Tl,I is higher than the melting point Tm during melting
nd lower than the melting point during solidification.

The time t=0 is defined as the time when the peak of a laser
ulse reaches the film surface. Therefore, the initial conditions of
he problem are

Te�x,− 2tp� = Tl�x,− 2tp� = Ti �11�

he boundary conditions of the problem can be specified by as-
uming that the heat loss from the film surface can be neglected,
.e.,


 �Te

�x



x=0
= 
 �Te

�x



x=L

= 
 �Tl

�x



x=0
= 
 �Tl

�x



x=L

= 0 �12�

umerical Solution and Interfacial Tracking

Discretization of the Governing Equations. The computa-
ional domain �0, L� is discretized using a nonuniform grid. The
mplicit finite difference equations are obtained by integrating
qs. �1� and �2� in each control volume and time step �30�. The

lectron temperature can be obtained by

ournal of Heat Transfer
ae,PTe,P = ae,WTe,W + ae,ETe,E + be �13�

where Te,P, Te,W, and Te,E are, respectively, electron temperatures
at Grids P, W, and E at the current time step �see Fig. 2�. The
coefficients in Eq. �13� are as follows:

ae,W =
ke,w

��x�w
�14�

ae,E =
ke,e

��x�e
�15�

be = ae,P
0 Te,P

0 + �GPTl,P + SP��
x�P �16�

ae,P
0 =

Ce,P�
x�P


t
�17�

ae,P = ae,P
0 + ae,W + ae,E + GP�
x�P �18�

where ke,w and ke,e are electron conductivities at the faces of the
control volume, e and w, and they are obtained by harmonic av-
eraging the thermal conductivities at the two control volumes
�30�. Te,P

0 is the electron temperature at Grid Point P for the pre-
vious time step, Tl,P is the lattice temperature at Grid Point P for
the current time step, and SP is the intensity of the heat source at
Grid Point P.

For a control volume that contains only one phase, the lattice
temperature can be obtained by integrating Eq. �2� in the control
volume P, i.e.,

al,PTl,P = al,WTl,W + al,ETl,E + bl �19�

where Tl,P, Tl,W, and Tl,E are, respectively, electron temperatures
at Grids P, W, and E at the current time. The coefficients in Eq.
�19� are as follows:

al,W =
kl,w

��x�w
�20�

al,E =
kl,e

��x�e
�21�

bl = al,P
0 Tl,P

0 + GPTe,P�
x�P �22�

al,P
0 =

Cl,P�
x�P �23�

Fig. 2 Grid system

t
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al,P = al,P
0 + al,W + al,E + GP�
x�P �24�

here the lattice conductivities at the faces of the control volume
re obtained by harmonic averaging the thermal conductivities at
wo control volumes, and Tl,P

0 is the lattice temperature at Grid P
or the previous time step.

Interfacial Tracking Method. Wang and Matthys �31� pro-
osed an effective interface-tracking method by introducing an
ddition node at the interface, which divides the control volume
ontaining interface into two control volumes. This approach
ould accurately account for energy balance at the interface be-
ause the solid-liquid interface is always between two small con-
rol volumes. In this paper, an alternative approach that does not
equire dividing the control volume containing interface but can
till accurately account for energy balance at the interface will be
eveloped. For the control volume that contains a solid-liquid
nterface, the lattice temperature Tl,P is numerically set as interfa-
ial temperature Tl,I by letting

al,P = 1020 and bl = Tl,I � 1020 �25�
n Eq. �19�. This treatment will yield an accurate result when the
olid-liquid interface is exactly at Grid Point P. When the inter-
acial location is not at Grid Point P �see Fig. 2�b��, a modified

hermal conductivity, k̂l,w, at the face of the control volume w is
ntroduced by equating the actual heat flux across the face of the
ontrol volume w, based on the position and temperature of the
olid-liquid interface, to the heat flux at face w based on the po-
ition and temperature of the main grid point, P �32�, i.e.,

kl,w�Tl,W − Tl,I�
��x�w − �0.5 − fP��
x�P

=
k̂l,w�Tl,W − Tl,P�

��x�w
�26�

onsidering Tl,P=Tl,I, Eq. �26� becomes

k̂l,w =
��x�w

��x�w − �0.5 − fP��
x�P
kl,w �27�

Similarly, a modified thermal conductivity at face e of the con-
rol volume can be obtained as

k̂l,e =
��x�e

��x�e + �0.5 − fP��
x�P
kl,e �28�

The modified thermal conductivities defined by Eqs. �27� and
28� are used to obtain the coefficients for Grid Points W and E,
hich allows the temperature at the main grid �P� to be used in

Table 1 Thermophysic

Properties Solid �s�

Coefficient for electron heat
capacity, Be �J /m3 K�

70

Electron-lattice coupling factor, G
�W /m3 K�

2.6�1016

Density, 	 �kg /m3� 19.30�103

Specific heat, cp �J/kg K�a 105.1+0.2

+1.187�1

+1

Thermal conductivity at
equilibrium, keq �W/m K�a

320.973−0

�10−5Tl
2−

Reflectivity, R 0.6
Optical penetration depth, � �nm� 20.6
Melting point, Tm �K� 1336
Latent heat of fusion, hm �J/kg� 6.373�104

Limit velocity, V0 �m/s� 1300
Gas constant for gold, Rg �J/kg K� 42.21

aCorrelations were obtained by curve-fitting data in Ref. �14�
he computation, regardless of the location of the interface within
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the control volume. To determine the interfacial location and the
interfacial temperature, the energy balance at the interface, Eq.
�9�, and the nucleation dynamics, Eq. �10�, must be employed.
The energy equation for the control volume that contains a solid-
liquid interface can be written in the enthalpy form

�Hl

�t
=

�

�x
�kl

�Tl

�x
� + G�Te − Tl� �29�

The volumetric enthalpy can be expressed as

Hl =�
0

Tl,I

Cl,s�Tl�dTl + f	�hm �30�

where the first term is the enthalpy of the solid phase at the inter-
facial temperature, and the second term is the latent heat due to
partial melting. Substituting Eq. �30� into Eq. �29�, one obtains

Cl,s�Tl,I�
�Tl,I

�t
+ 	�hm

�f

�t
=

�

�x
�kl

�Tl

�x
� + G�Te − Tl� �31�

which is applicable in the control volume that contains a solid-
liquid interface. The liquid fraction f is related to the location of
the solid-liquid interface by �see Fig. 2�b��

�f

�t
=

1

�
x�P

ds

dt
=

us

�
x�P
�32�

Substituting Eq. �32� into Eq. �31� and integrating the resulting
equation in the control volume that contains a solid-liquid inter-
face, the solid-liquid interfacial velocity can be obtained as

us =
1

	�hm
� kl,w�Tl,W − Tl,I�

��x�w − �0.5 − fP��
x�P
−

kl,e�Tl,I − Tl,E�
��x�e + �0.5 − fP��
x�P

+ GP�Te,P − Tl,P��
x�P − Cl,s�Tl,I��Tl,I − Tl,I
0 �

�
x�P


t
	 �33�

where Tl,I
0 is the solid-liquid interfacial temperature at the previous

time step. The third and fourth terms in the bracket at the right-
hand side of Eq. �33� represent the effects of the electron-lattice
interaction and change of the interfacial temperature on the solid-
liquid interfacial temperature. Equation �33� can be rewritten in a

properties of gold †14‡

Liquid �l�

3.1�1016

17.28�103

Tl−8.713�10−4Tl
2

l
3−7.051�10−10Tl

4

�10−13Tl
5

163.205

1Tl−2.747

8�10−9Tl
3

37.72+0.0711Tl−1.721

�10−5Tl
2+1.064�10−9Tl

3

al

914

0−6T

.538

.011

4.04
more compact form by considering Eqs. �27� and �28�, i.e.,
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us =
1

	�hm
� k̂l,w�Tl,W − Tl,P�

��x�w
−

k̂l,e�Tl,P − Tl,E�
��x�e

+ GP�Te,P − Tl,P��
x�P − Cl,s�Tl,I��Tl,I − Tl,I
0 �

�
x�P


t
	

�34�
hich will be used together with Eq. �10� to determine the solid-

iquid phase interfacial velocity and the temperature. The interfa-
ial location is then determined using

s = s0 + us
t �35�
nd the liquid fraction in the control volume that contain interface
s

f =
s − xP − �
x�P/2

�
x�P
�36�

Numerical Solution Procedure. The numerical solution starts
rom time t=−2tp, and the initial temperatures of electrons and
attice are given by Eq. �11�. Before the onset of melting, the
lectron and lattice temperatures are obtained by solving Eqs. �13�
nd �19� simultaneously. Once the lattice temperature at the first
ontrol volume from the heated surface obtained from Eq. �19�

ig. 3 Comparison of surface lattice temperatures and interfa-
ial locations
without phase change accounted for� exceeds the melting point,

ournal of Heat Transfer
the lattice temperature of the first control volume sets at the melt-
ing point using Eq. �25� and phase change will be modeled. Since
rapid melting and resolidification are controlled by nucleation dy-
namics, the interfacial temperature Tl,I is unknown and it is related
to the interfacial velocity by Eq. �10�. After melting is initiated,
the following iterative procedure is employed to solve for the
interfacial temperature and the interfacial location at each time
step.

�1� The solid-liquid interfacial temperature Tl,I is assumed and
Eq. �34� is used to determine the solid-liquid phase interfa-
cial velocity. The location of the interface is determined
using Eq. �35� and the liquid fraction in the first control
volume is determined using Eq. �36�.

�2� The interfacial velocity from the nucleation dynamics is
obtained from Eq. �10� and compared with the interfacial
velocity obtained from Eq. �34� in Step �1�. If the interfa-
cial velocity obtained from Eq. �34� is higher than that from
Eq. �10�, the interfacial temperature will be increased; oth-
erwise, the interfacial temperature is decreased.

�3� Equations �13� and �19� �al,P and bl at the control volume
that contains interface are altered using Eq. �25�� are solved
simultaneously to obtain the electron and lattice tempera-
ture distributions.

�4� Steps 1–3 are repeated until the difference between the in-
terfacial velocities obtained from Eqs. �33� and �10� is less

−6

Fig. 4 Comparison of interfacial temperatures and velocities
than 10 m /s.
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esults and Discussions
Picosecond laser melting and resolidification of a freestanding

ure gold film are simulated. In order to compare the results ob-
ained by the present interfacial tracking method and those ob-

Fig. 5 Comparison of lattice temperature distributions

ig. 6 Effect of electron thermal conductivities on the surface

attice temperatures and the interfacial locations

62401-6 / Vol. 130, JUNE 2008
tained by the explicit enthalpy method in Ref. �14�, the thermo-
physical properties of the gold in the present study are exactly the
same as those used in Ref. �14�. The thermophysical properties of
the gold listed in Table 1 are for solid below the melting point and
for liquid above the melting point only. The properties for the
superheated solid and undercooled liquid are taken as those at the
melting point because of lack of properties for these nonequilib-
rium states.

Figure 3 shows a comparison of the surface lattice temperature
and interfacial location for a 1000 nm gold film under irradiation
of a laser pulse with a fluence of J=0.3 J /cm2 and a pulse width
of tp=20 ps. Under the assumption that the electron temperature is
much lower than the Fermi temperature and neglecting the effect
of ballistic motion, the electron thermal conductivity was calcu-
lated from Eq. �4� and the source term in Eq. �1� was obtained
from Eq. �6�. The grid number is 2502 and the time step is 
t
=0.05 ps. The peak surface lattice temperature is 1562 K and oc-
curs at t=27 ps, while the maximum melting depth is 12.59 nm
and occurs at t=209 ps. The peak temperature and the maximum
melting depth obtained in the present paper are 1.4% and 6%
lower than those obtained by Kuo and Qiu �14�. The duration of
phase change in the present paper is 9% shorter than that obtained
by Kuo and Qiu �14�.

The interfacial temperature and velocity during the picosecond
laser pulse and gold film interaction are shown in Fig. 4. Strong

Fig. 7 Effect of electron thermal conductivities on the interfa-
cial temperatures and velocities
superheating in the melting stage and undercooling in the solidi-
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cation stage can be observed in Fig. 4�a�, although the degrees of
uperheating and undercooling in the present paper are slightly
ower than that in Ref. �14�. The peak interfacial velocity in the
resent paper is lower than that in Ref. �14�, which is consistent
ith the result in Fig. 3�b�. The interfacial velocity reached its
eak at a very early stage of phase change �t=23.5 ps�, and the
hase change continues until t=575 ps. Since the interfacial ve-
ocity decreases in most parts of phase-change process �23.5 ps

t�575 ps�, the melting depth obtained by the present implicit
cheme is smaller than that obtained by the explicit scheme.

Figure 5 shows a comparison between the lattice temperatures
btained by using the present model and those obtained by Kuo
nd Qiu �14�. Strong superheating of solid in the melting stage
t=100 ps� and undercooling of the liquid phase in the resolidifi-
ation stage �t=400 ps� can be successfully predicted using the
roposed interfacial tracking model. The slopes of temperature
urves near the interface obtained by the present paper are slightly
ower than those obtained by Kuo and Qiu’s �14� explicit enthalpy

odel, which is consistent with results shown in Figs. 3 and 4.
Numerical simulation is then performed using the electron ther-
al conductivity obtained from Eq. �5� while all parameters are

he same as those in Figs. 3 and 4. A comparison of the surface
attice temperature and the interfacial location obtained by using
ifferent thermal conductivities is shown in Fig. 6. The peak sur-
ace lattice temperature obtained using Eq. �5� is 2388 K occur-

ig. 8 Temperature and electron thermal conductivity distribu-
ions „t=15 ps…
ing at t=28 ps, while the maximum melting depth is 60 nm oc-

ournal of Heat Transfer
curring at t=302 ps. They are 53% and 377%, respectively, higher
than those obtained using Eq. �4�. The duration of phase change
obtained using Eq. �5� is 88% longer than that obtained using Eq.
�4�. Comparison of the interfacial temperature and velocity ob-
tained using different thermal conductivities is shown in Fig. 7.
The maximum interfacial temperature in the melting stage ob-
tained using Eq. �5� is 2115 K, which is much higher than 1531 K
obtained using Eq. �4�. The interfacial velocity obtained using Eq.
�5� peaks at 443 m /s as oppose to 174 m /s obtained using Eq.
�4�. The results presented in Figs. 6 and 7 indicated that different
models of the electron thermal conductivity have significant ef-
fects on the results of ultrashort pulse laser interaction with metal
film. The electron and temperature distributions at t=15 ps ob-
tained using Eq. �5� are shown in Fig. 8�a�, and the corresponding
electron thermal conductivity is shown in Fig. 8�b� as the solid
line. The thermal conductivity using Eq. �4� with temperatures in
Fig. 8�a� is also plotted in Fig. 8�b� for comparison. When both
electron and lattice temperatures are low, the thermal conductivity
obtained from Eq. �4� agreed with that obtained from Eq. �5� very
well. At higher electron and lattice temperature, however, the ther-
mal conductivity obtained from Eq. �4� is several times higher
than that obtained from Eq. �5�. The differences between the re-
sults obtained using different thermal conductivities can be ex-
plained by the strong deviation of thermal conductivity models, as

Fig. 9 Effect of ballistic range on the surface lattice tempera-
tures and the interfacial locations
shown in Fig. 8�b�.

JUNE 2008, Vol. 130 / 062401-7
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To investigate the effects of electron ballistic motion on the
ltrashort laser melting and resolidification of metal film, simula-
ion is carried out using the internal heat source defined in Eq. �7�.
he ballistic motion range of the electrons is �b=105 nm, as rec-
mmended in Ref. �27�. A comparison of the surface lattice tem-
eratures and the interfacial locations obtained by using different
eat sources is shown in Fig. 9. The peak surface lattice tempera-
ure obtained using Eq. �7� is 1518 K occurring at t=27.5 ps,
hile the maximum melting depth is 10.28 nm occurring at t
199 ps. They are, respectively, 36% and 83% lower than those
btained with �b=0. The duration of phase change obtained using
q. �7� is 52% shorter than that obtained with �b=0. Figure 10
hows a comparison of the interfacial temperature and velocity
btained using the different heat sources. The maximum interfa-
ial temperature in the melting stage is reduced from
115 K to 1499 K when the ballistic motion of electrons is con-
idered. The peak interfacial velocity is decreased from
43 m /s to 151 m /s due to the effect of the ballistic motion. Fig-
re 11 shows the effects of the ballistic range on the electron and
attice temperature distributions. It can be seen that both electron
nd lattice temperatures in the region near the irradiated surface
re lower when the ballistic range is considered. This is attributed
o the fact that the laser energy penetrates to deeper parts of the

etal film when the effect of the ballistic range is taken into
ccount. The magnitudes of the results with the electron thermal

ig. 10 Effect of ballistic range on the interfacial temperatures
nd velocities
onductivity from Eq. �5� and the heat source from Eq. �7� are

62401-8 / Vol. 130, JUNE 2008
comparable with those obtained using the simple electron conduc-
tivity model, Eq. �4�, and the heat source without ballistic range,
Eq. �6�.

Figure 12 shows the surface lattice temperatures and the inter-
facial locations at different laser fluences while the laser pulse
width is kept at tp=20 ps. It can be seen that the surface lattice
temperature increases significantly with increasing laser fluence.
The time at which peak temperature occurs is slightly delayed
with increasing laser fluence. The maximum melting depth is in-
creased by 7.2 times when the laser fluence is increased from
0.3 J /cm2 to 0.45 J /cm2. The peak time at which a maximum
melting depth is reached significantly delays with increasing laser
fluence. The duration of phase change is doubled when the laser
fluence is increased from 0.3 J /cm2 to 0.45 J /cm2. Effects of la-
ser fluence on the interfacial temperature and velocity are shown
in Fig. 13. While the peak interfacial temperature during the melt-
ing stage increases significantly—from 1499 K for J
=0.3 J /cm2 to 2216 K for J=0.45 J /cm2—with increasing laser
fluence, the minimum interfacial temperature during the solidifi-
cation stage is almost unaffected by the laser fluence. Similarly,
the peak interfacial velocity is increased from 151 m /s for J
=0.3 J /cm2 to 403 m /s for J=0.45 J /cm2, while the effect of the
laser fluence on the interfacial velocity during the solidification

Fig. 11 Effect of ballistic range on the electron and lattice tem-
perature distributions „t=15 ps…
stage is insignificant.
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onclusions
An interfacial tracking method was developed to model ul-

rashort laser melting and resolidification of the metal film. The
nterfacial velocity and temperature were obtained by considering
nterfacial energy balance and nucleation dynamics. For the case
ith a simple electron thermal conductivity model, Eq. �4�, and
ithout the electron ballistic motion, the results agreed with the

xisting results in the literature. When the more sophisticated
lectron thermal conductivity model, Eq. �5�, was employed, the
nterfacial velocity and temperature were significantly increased
ue to the strong deviation between the two thermal conductivity
odels at high temperatures. Consideration of the ballistic range

f electron motion resulted in the penetration of laser energy into
eeper parts of the metal film and thus lowers the interfacial ve-
ocity and temperature. The maximum melting depth, peak inter-
acial temperature, and velocity during the melting stage signifi-
antly increase with increasing laser fluence.

cknowledgment
Support for this work by the University of Missouri System

esearch Board and the College of Engineering at University of
issouri-Columbia is gratefully acknowledged.

omenclature
B 3 2

ig. 12 Effect of laser fluence on the surface lattice tempera-
ures and the interfacial locations „tp=20 ps…
e � coefficient for electron heat capacity �J /m K �

ournal of Heat Transfer
C � heat capacity �J /m3 K�
cp � specific heat �J/kg K�
f � liquid fraction

G � electron-lattice coupling coefficient �W /m3 K�
Hl � enthalpy of lattice per unit volume �J /m3�
hm � latent heat of fusion �J/kg�

J � heat source fluence �J /m2�
k � thermal conductivity �W/m K�
L � thickness of the metal film �m�

M � molar mass �kg/kmol�
R � reflectivity

Rg � gas constant �J/kg K�
s � solid-liquid interfacial location �m�
S � intensity of the internal heat source �W /m3�
t � time �s�

tp � FWHM pulse width �s�
T � temperature �K�

Tm � melting point �K�
Tl,I � lattice temperature at solid-liquid interface �K�
us � solid-liquid interfacial velocity �m/s�
V0 � interfacial velocity factor �m/s�

x � coordinate �m�

Greek Symbols
� � optical penetration depth �m�

Fig. 13 Effect of laser fluence on the interfacial temperatures
and velocities „tp=20 ps…
�b � ballistic range �m�
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S

R

0

	 � density �kg /m3�

ubscripts
e � electron
i � initial
l � lattice
� � liquid
s � solid
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Influence of Interfacial Mixing on
Thermal Boundary Conductance
Across a Chromium/Silicon
Interface
The thermal conductance at solid-solid interfaces is becoming increasingly important in
thermal considerations dealing with devices on nanometer length scales. Specifically,
interdiffusion or mixing around the interface, which is generally ignored, must be taken
into account when the characteristic lengths of the devices are on the order of the
thickness of this mixing region. To study the effect of this interfacial mixing on thermal
conductance, a series of Cr films is grown on Si substrates subject to various deposition
conditions to control the growth around the Cr /Si boundary. The Cr /Si interfaces are
characterized with Auger electron spectroscopy. The thermal boundary conductance
�hBD� is measured with the transient thermoreflectance technique. Values of hBD are found
to vary with both the thickness of the mixing region and the rate of compositional change
in the mixing region. The effects of the varying mixing regions in each sample on hBD are
discussed, and the results are compared to the diffuse mismatch model (DMM) and the
virtual crystal DMM (VCDMM), which takes into account the effects of a two-phase
region of finite thickness around the interface on hBD. An excellent agreement is shown
between the measured hBD and that predicted by the VCDMM for a change in thickness
of the two-phase region around the interface. �DOI: 10.1115/1.2897344�

Keywords: thermal boundary conductance, nanoscale, solid-solid interfaces, material
diffusion, Auger electron spectroscopy, elemental characterization, diffuse scattering,
pump-probe transient thermoreflectance technique
ntroduction

Thermal management has played a critical role in the develop-
ent of micro- and optoelectronic devices over the past several

ecades. Much of the theory used in thermal management design
as relied on macroscopic principles where feature sizes and times
re larger than the mean free path and scattering time of the en-
rgy carriers. Only recently, with the advent of smaller devices
nd structures, have we had to develop models and theories based
n microscopic principles. This is particularly the case with the
rowing interest in nanoscale and superlattice devices. For this
eason, there has been a growing interest in the determination of
he thermophysical properties, but perhaps more critical to ther-

al transport in nanoscale and superlattice devices is the thermal
oundary conductance �hBD�, which is frequently approximated or
eglected, leading to significant uncertainties in design and per-
ormance. The thermal boundary conductance between materials
s becoming increasingly critical to both the design and selection
f innovative materials. Indeed, as the nanorevolution continues,
ur focus turns toward the manipulation of material systems to
nhance/restrict thermal transport, but much fundamental work
emains before significant advances can be made in the area of
nterface engineering.

Heat conduction across solid-solid interfaces is a controlling
actor for thermal transport in thermoelectrics �1,2�, thin-film high

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 30, 2007; final manuscript re-
eived November 21, 2007; published online April 23, 2008. Review conducted by

ayathi Murthy.

ournal of Heat Transfer Copyright © 20
temperature superconductors �3,4�, vertical cavity surface emitting
lasers �5�, and optical data storage media �6�. The properties of the
interfaces in these devices lead to varying levels of hBD, creating
a temperature difference between the two solids. Kapitza was the
first to observe a finite temperature drop across an interface be-
tween two different materials �7�. This work was at low tempera-
tures where the mean free paths of the primary energy carriers
�acoustic phonons� are large. Unlike at low temperatures, at room
temperature, the energy carriers’ mean free paths are quite small
��10–100 nm� and hBD is typically neglected. With the advent of
nanoscale devices with dimensions on the order of the mean free
paths, hBD has become significant in thermal management at room
temperature. This is especially the case for devices with multiple
interfaces, such as superlattices �8� and very large scale integrated
�VLSI� circuits �8�.

Thermal boundary conductance across nanomaterial interfaces
has been the focus of several computational and experimental
studies. An extensive review of thermal boundary conductance
experiments and theory until 1989 is presented by Swartz and
Pohl �9�. Since then, much progress has been made in numerical
studies of hBD �10�. Several groups have numerically examined
the effects that lattice mismatch and the type of phonon
scattering—elastic, inelastic, specular, or diffuse—have on hBD
�11–22�. The dependence of hBD on lattice mismatch and phonon
scattering has also been examined experimentally �23–26�. These
analyses have mainly focused on perfect interfaces between nano-
materials �i.e., no interatomic mixing or disorder around the inter-
face�. However, in realistic nanodevices, pronounced interdiffu-
sion or reactions can occur on the order of the characteristic
length of the device, even at room temperature �27�. This interdif-
fusion results in the presence of a disordered and two-phase re-

gion at the interface of two materials, which contributes to the

JUNE 2008, Vol. 130 / 062402-108 by ASME
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verall hBD �9�. The effects of disorder or a two-phase region on
BD has been the focus of many numerical studies �28–32� but,
xperimentally, has only been qualitatively observed �33�. The
ack of experimental observation has led to conflicting theoretical
esults for hBD as a result of multiphase and diffusion regions. For
xample, the scattering-mediated acoustic mismatch model
SMAMM� predicts a decrease in hBD �20�, while calculations by
ozorezov et al. indicate an increase �34�. However, these results

re based on purely theoretical calculations, and, as previously
entioned, there have not been many experimental studies on the

ffects of interfacial mixing on hBD; clearly, an in-depth experi-
ental examination of interfacial diffusion effects on hBD in thin-
lm systems would make a large contribution to the current un-
erstanding of hBD.

This study examines hBD at the interfaces of Cr films on Si
ubstrates fabricated by various deposition procedures in an at-
empt to systematically vary the properties of the Cr /Si interface.
hromium is of particular interest since Cr films are often used as
dhesion layers for more conductive materials in interconnects
35,36�, in metal-dielectric mixtures �cermets� �37�, and in high
owered laser systems �38�. The thermal boundary conductance in
he Cr /Si systems is measured with the transient thermoreflec-
ance �TTR� technique. In the TTR technique, a short-pulsed laser
eam is used to heat a thin metal film. The transient reflectance of
he thin metal film is then probed with a weaker laser pulse after

known time delay. This technique has been used by several
roups to measure hBD at metal-dielectric interfaces �23,24,39�.
he change in elemental composition near the interfaces is char-
cterized with Auger electron spectroscopy �AES�. Since this
tudy is focused on the elemental change of Cr and Si in the
nterfacial region, AES is sufficient to resolve the major constitu-
nts. The experimental results show an excellent agreement with
he virtual crystal diffuse mismatch model �VCDMM� �40,41�, a

odel based on the diffuse mismatch model �DMM� �9� that takes
nto account the effect of mixing around the interface of two ma-

Fig. 1 TTR experimenta
erials on hBD.

62402-2 / Vol. 130, JUNE 2008
Experimental Setup

The TTR data were taken with the pump-probe experimental
setup shown in Fig. 1. The primary output of the laser system
emanates from a Coherent RegA 9000 amplifier operating at a
250 kHz repetition rate with about 4 �J/pulse and a 150 fs pulse
width at 800 nm. The pulses were split at a 9:1 pump to probe
ratio. The pump beam, modulated at 125 kHz, was focused down
to a 100 �m radius spot size to achieve a 10 J m−2 fluence. The
radii of the pump and probe beams were measured with a sweep-
ing knife edge �42�. Although the low repetition rate of the RegA
system and the “one shot on–one shot off” modulation rate of the
pump beam ensures minimal residual heating between pump
pulses, the phase of the signal must still be taken into account.
The phase correction was performed by the procedures for signal
phase adjustment outlined by Stevens et al. �42�.

For long scans, the alignment of the pump and probe spots may
become an issue �24,43�. To avoid misalignment problems, the
probe beam was collimated before the probe delay stage and was
profiled with a sweeping knife edge at all time delays. In this
study, a pump to probe radius ratio of 10:1 was used, and the
probe was aligned with the delay stage, resulting in less than
1.5 �m and 4.0 �m drift along the horizontal and vertical axes
perpendicular to the surface, respectively. These spot characteris-
tics result in less than 1% error due to misalignment of the beams
�42�.

The TTR technique produces some excitation of the metal film
followed by a cooling of the film due to the film’s thermal con-
nection to the substrate. To simplify data reduction, the tempera-
ture response is ideally influenced only by conductance across the
interface and not by diffusion within the metal film. If the film is
too thick or has a low thermal conductivity, however, there will be
two free parameters �film thermal conductivity kf and hBD� when
fitting experimental data to a thermal model. To avoid this situa-

etup used in this study
tion, the Biot number Bi for the interface should be significantly

Transactions of the ASME
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ess than 1 �typically less than 0.1�, so that the film can be treated
s a lumped thermal capacitance �44�. Therefore, the film thick-
ess should be restricted to

Bi =
hBDd

kf
� 0.1 ⇒ d �

0.1kf

hBD
�1�

here d is the film thickness. For Cr /Si interfaces, hBD�2.0
108 W m−2 K−1 and kf =94 W m−1 K−1 �24,45�. Therefore, the

lm thickness should be no more than 50 nm. This is a reasonable
hickness from the microscopic prospective since it is approxi-

ately three times larger than the mean free path, therefore reduc-
ng the probability of ballistic electron scattering at the interface
46,47�.

For the case when the metal film is treated as a lumped capaci-
ance, the thermal model for the film and substrate system is

�dCf
dTf�t�

dt
= hBD�Ts�0,t� − Tf�t�� �2�

�Ts�x,t�
�t

= �s

�2Ts�x,t�
�x2 �3�

here Tf is the temperature of the film that is measured using the
TR technique, Ts is the substrate temperature and is a function of

ime and space, and �, Cf, and �s are the film density, film specific
eat, and substrate diffusivity, respectively. Radiative and convec-
ive losses at the front of the film surface are negligible compared
o typical interface conductances of 106–108 W m−2 K−1 and are
herefore neglected. The temperature in Eqs. �2� and �3� can be
ondimensionalized by

� f ,s =
Tf ,s − T0

Tf�0� − T0
�4�

here T0 is the ambient temperature and Tf�0� is the temperature
f the film immediately after excitation. Therefore, the thermal
odel can be expressed as

d� f�t�
dt

=
hBD

�dCf
��s�0,t� − � f�t�� �5�

��s�x,t�
�t

= �s

�2�s�x,t�
�x2 �6�

ubject to the following initial conditions:

� f�0� = 1 �7�

�s�x,0� = 0 �8�
nd the following boundary conditions:

− ks

��s�0,t�
�x

= hBD�� f�t� − �s�0,t�� �9�

��s��,t�
�x

= 0 �10�

he semi-infinite assumption made in Eq. �10� is reasonable for
he time scale of interest, �1–5 ns. The thermal penetration depth
or most substrates at this time scale is ��st�1/2�1 �m, which is
ignificantly less than the thickness of the Si substrate used in this
tudy.

Table 1 Thermophysical parameters used in the study †56‡

Lattice heat capacity of Cr film, Cf 3.3�106 J m−3 K−1

Lattice heat capacity of Si substrate, Cs 1.65�106 J m−3 K−1

Thermal conductivity of Si substrate, ks 148 W m−1 K−1

Ambient temperature, T0 300 K
ournal of Heat Transfer
Equations �5� and �6� subject to Eqs. �7�–�10� were numerically
solved using the Crank–Nicolson method, which has only a sec-
ond order truncation error in both time and space. The thermal
boundary conductance was determined by fitting the TTR data to
the model using the material constants listed in Table 1. The spe-
cifics of the fitting procedure are discussed in a later section.

Sample Preparation and Interface Characterization
The purpose of changing the conditions during deposition was

to try to control the amount of interdiffusion between the Cr and
Si. When in contact with Si at room temperature, Cr has been
shown to form an intermixed region �10 ML thick �48�. How-
ever, when in contact with thick oxide layers �such as SiO2, an
oxide layer that naturally forms on Si�, Cr will develop a strong
adhesive bond to the oxide, creating a diffusion barrier for further
reaction between the Cr and SiO2 �36�. In addition, Cr is known to
form silicides on oxide-free surfaces at elevated temperatures
�CrSi2 at 720 K� �49�. An example of Cr /Si mixing is shown in
the transmission electron micrograph in Fig. 2, which is focused
on the interface between the Cr film and the Si substrate of sample
Cr-4 �see Tables 1 and 2�. The surface of the Si substrate exhibits
some degree of roughness, which is apparent by the dark region
labeled “Si substrate surface” in Fig. 2. Note that the thickness of
interatomic mixing determined from the transmission electron mi-
croscopy �TEM� analysis was quantified by examining the inter-
ference lines from the Si�110� crystallographic planes. Therefore,
the mixing region, which is determined from the TEM as 8.5 nm

Table 2 Fabrication details of Cr/Si samples

Sample
ID

Backsputter
etch

�min�
Heat treatment

prior to deposition
Deposition

notes

Cr-1 None None 50 cm Cr at 300 K
Cr-2 5 None 50 nm Cr at 300 K
Cr-3 5 20 min at 873 K 50 nm Cr at 300 K
Cr-4 5 50 min at 873 K 50 nm Cr at 300 K
Cr-5 5 20 min at 873 K 50 nm Cr at 573 K
Cr-6 5 None 10 nm Cr at 300 K;

Heat treatment to 770 K;
deposition of 40 nm

Cr at 300 K

Fig. 2 TEM image of the Cr/Si interface. The observable mix-
ing from the TEM analysis is based on the Si crystallographic
planes, yielding a 8.5 nm mixing layer. However, the actual
Cr/Si elemental mixing may not be completely crystalline;
therefore, AES is used for interfacial chemical analysis.
JUNE 2008, Vol. 130 / 062402-3
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hick, only represents the Cr /Si mixing when the Si diamond
tructure is still present. There is still some atomic mixing be-
ween the Cr /Si that results in a noncrystalline structure; there-
ore, the chemical mixing between Cr and Si could be slightly
arger than the structural quantification from the TEM image. This
lucidates the importance of a chemical analysis for an accurate
etermination of Cr /Si elemental mixing.

The Cr films were grown on Si �100� substrates in a multi-
ource, high vacuum thin-film sputter deposition system, a Super-
ystem III manufactured by the Kurt J. Lesker company capable
f pumping down to 10−7 Torr. This specific system is equipped
ith a chamber heater capable of reaching temperatures greater

han 900 K and a vibrating quartz crystal to monitor deposition
ate. The Cr deposition rate is about 17 nm /min with 37 SCCM
r flow rate and 300 W power to the target gun. All substrates
ere spin cleaned with reagent alcohol �90.7% ethyl alcohol,
.8% isopropyl alcohol, 4.5% methyl alcohol, and 0.12% water�,
richloroethylene, and methanol, and were then subsequently
aked for 5 min at 400 K to remove any residual water that may
ave formed at the substrate surface as a result of spin cleaning.
nce in the chamber, various in situ deposition procedures were
erformed including backsputter etching followed by chamber
eating up to 873 K before deposition. While fabricating some
amples, the chamber temperature was elevated during or after Cr
eposition. During any type of chamber heating, a ramp rate of
0 K /min was maintained until the target temperature was
eached. Therefore, if a certain deposition requires the chamber to
aintain 873 K for 20 min, the chamber is actually at an elevated

emperature for a much longer time due to the slow temperature
ise to reach the target temperature and the slow radiative cooling
rocesses of the vacuum chamber back to room temperature. The
rocedures used during fabrication for each of the 50 nm Cr /Si
amples are summarized in Table 2. A total of 50 nm of Cr was
eposited during any given deposition and was verified with the in
itu vibrating quartz crystal. Films of this thickness ensure that
BD across the Cr /Si interface can be accurately resolved, given
he 1.5 ns maximum delay of the probe path in the TTR experi-

ental setup �24�.
A number of differently composed interface regions were ex-

ected, as the Cr /Si fabrication parameters were systematically
odified. The interfaces were characterized by AES, used in con-

unction with an argon ion beam to provide quantitative composi-
ional information as a function of depth into the material. Data
ere taken on a commercial X-ray photoemission spectroscopy

XPS�/scanning Auger system �Physical Electronics 560�,
quipped with a double-pass, cylindrical mirror electron energy
nalyzer �CMA�. To minimize the adsorption of contaminants on
he sample surface, the chamber is maintained at ultrahigh
acuum �at a base pressure of 10−9 Torr� with a 200 Hz ion pump,
ssisted by a small sublimation pump. These pumps allow the
acuum chamber to remain virtually free of hydrocarbon contami-
ation. The electron gun is mounted coaxially inside the electron
nergy analyzer for efficient data collection and to reduce shad-
wing effects. A 3 keV electron beam was used for AES analysis,
nd depth profiling was conducted by atomically sputtering away
he material using a 240 nA Ar ion beam current and a 2

2 mm2 raster, which resulted in a Cr sputtering yield of
.12 nm /min. A typical AES depth profile of the Cr /Si samples is
hown in Fig. 3. It should be noted that the vacuum in the sput-
ering chamber during Cr deposition was low �10−6 Torr�, so the
elatively low levels of O2 and C contamination found in the films
s expected. Also, note that the O2 and C percentages in the Cr
lm depth are slightly higher than the actual composition since
ontaminants from the film surface are pushed into the depth of
he film as a result of the Ar ion bombardment for the depth
rofile. The beginning and end of the Cr /Si mixing region is
efined as the depth at which Si reaches 10% of the total film

omposition and Cr reaches 10% of the film composition, respec-

62402-4 / Vol. 130, JUNE 2008
tively. This threshold was chosen since C levels were slightly less
than 10% of the total film composition near the interface.

The AES spectra around the mixing region for all six samples
are shown in the Appendix. The ID’s of each sample correspond-
ing to the ID’s in Table 2 are shown in the upper left of each plot.
The line types in the Appendix represent different elements and
correspond to the same designation as in Fig. 3. Due to the con-
trolled deposition conditions, varying mixing layer thicknesses
and spatial gradients are expected at the sample interfaces. Since
Cr is expected to form a diffusion barrier when in contact with an
oxide layer, the O2 levels at the beginning of the mixing layer
must also be considered to explain the different compositional
changes among the samples. The O2 levels at the beginning of the
defined mixing layer range from 12% to 21%. Examining only the
samples that were deposited at room temperature �Cr-1–Cr-4�,
Cr-1 has about 19% O2 at the beginning of the mixing layer while
the other room temperature samples have about 14%. The back-
sputter etch procedure performed on Cr-2–Cr-4 is most likely re-
sponsible for this since bombarding the substrate with Ar atoms
prior to deposition is a common method to remove the native
oxide layer.

Substrate etching can physically roughen the substrate, which
could lead to Cr atoms being deposited into craters beneath the
substrate surface introduced by the backsputter process. This is
evident from the differing mixing layer thicknesses among the
samples deposited at room temperature. In an attempt to smooth
the substrate surface after backsputtering, the chamber tempera-
ture was increased to 873 K prior to Cr deposition. When only
backsputtered �Cr-2�, the mixing layer depth is almost 15 nm
compared to a 9.5 nm two-phase region seen in Cr-1, which was
not backsputtered prior to deposition �however, since only ETM
spin cleaning was performed on Cr-1, it is assumed that the sur-
face was relatively smooth from factory polishing and the oxide
layer�. The annealing for different times �20 min and 50 min for
Cr-3 and Cr-4, respectively� results in a smaller mixing layer
depth with increased annealing times. Notice that annealing for
50 min �Cr-4� results in a two-phase region of 10 nm, almost the
same thickness as Cr-1 �9.5 nm� in which there was no in situ
substrate preparation.

The thermal model used in this study is extremely sensitive to
film thickness �24�. Although 50 nm of Cr was deposited during
fabrication due to the varying levels of Cr /Si mixing, the portion
of the film that can be modeled with the Cr heat capacity is actu-

Fig. 3 Example of a full AES spectrum of one of the Cr/Si films
examined, Cr-1. Note the relatively high concentrations of O2
and C at the sample surface, about 100% more than those in
the film. These elements were sputtered away from the surface
with the ion gun during the depth profiling procedure. The mix-
ing layer is depicted by the vertical lines at the 10% mark of the
Si and Cr.
ally less than 50 nm. To accurately model this system, the thick-
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ess used in Eq. �5� was determined from the AES scans, and the
hickness of the film in this study is defined as the distance from
he film surface to the beginning of the mixing layer. The thick-
esses used for each film are listed in Table 3.

To quantify the spatial change of the elements in the mixing
ayer, the Si data points in the first �3 nm after the beginning of
he mixing layer were fitted with a linear trend. The slope of this
ine represents the rate of change of the Si concentration during
he first few nanometers of Cr /Si mixing. Since the elemental
oncentrations of Cr, C, and O2 all decrease as Si increases, moni-
oring the change in Si with distance into the mixing layer gives a
ood indication of the spatial gradient in the mixing region. As
reviously mentioned, a total of 50 nm of Cr was deposited during
he fabrication of each sample. The defined mixing layers all ter-

inate at or before 50 nm in the AES profiles, indicating that Si
iffusion into the deposited Cr is the primary diffusion element
ausing the two-phase mixing layer. Again, examining the room
emperature depositions, Cr-1 and Cr-4 have similar Si gradients
nd Cr-2 and Cr-3 have similar gradients. This is probably a result
f different interdiffusion rates of the Cr and Si during deposition,
esulting from O2 layers or various degrees of roughness on the
ubstrate surface. The higher O2 levels on the surface of Cr-1
imited interdiffusion, resulting in a slower diffusion of the Si into
he Cr. This is consistent with past studies indicating that Cr and

2 form a diffusion barrier �36�. However, we see the same type
f gradient in Cr-4, indicating that the Si diffusion could be dic-
ated by the smoothness of the surface. Substrate roughening is
ssumed in Cr-2 from the backsputter procedure, and perhaps a
imilar degree of roughness is present in Cr-3 since the attempt to
nneal the substrate only lasted for 20 min, as opposed to Cr-4,
hich maintained a high chamber temperature for 50 min. A sum-
ary of the mixing layer depth, O2 concentration at the beginning

f the interfacial mixing layer, and slopes of the Si in the AES
rofiles is given in Table 3.

Samples Cr-5 and Cr-6 were subjected to higher deposition
emperatures. 50 nm of Cr was deposited on a backsputtered and
nnealed substrate at 573 K in Cr-5. Notice that the Si diffusion is
uch smoother throughout the mixing layer, and the defined mix-

ng layer is much thinner than the room temperature samples. The
igher temperature and smooth surface probably resulted in much
aster Si diffusion, which would lead to the thinner mixing layer.
his also explains the profile for Cr-6, which exhibits the same

hin mixing layer. This sample was only backsputtered before
0 nm of Cr was deposited; then, the chamber was heated above
he CrSi2 formation temperature. This explains the mixing layer
nding slightly after 50 nm from the Cr film surface �similar to
r-2�. However, the chamber was heated and maintained above

he CrSi2 formation temperature for 5 min. So, theoretically, this
ould have resulted in silicide formation that would not have been
etected in the AES depth profile presented in the Appendix. This
ample �Cr-6� was additionally characterized with XPS �50�, and

Table 3 Summary of results from the AES and TTR data

Sample
ID

Cr film
thickness

�nm�

Mixing
layer
�nm�

O2
�%�

Slope of Si in
mixing layer

�%/nm�
Av. hBD

�GW m−2 K−1�

Cr-1 38 9.5 19 9.7 0.178
Cr-2 37 14.8 14 16.4 0.113
Cr-3 35 11.5 14.2 16.6 0.139
Cr-4 35 10.1 14.6 7.4 0.15
Cr-5 39 5.8 21.5 24.1 0.134
Cr-6 45 7 12.3 28.1 0.124
o evidence of Cr silicide formation was detected.

ournal of Heat Transfer
Thermal Boundary Conductance at Various Cr ÕSi In-
terfaces

Several TTR scans were taken on each sample, and the average
of the resulting hBD for these scans is reported in Table 3. A
consistent deviation of less than 7% from the mean was calculated
for all the data on each sample. The thermal boundary conduc-
tance of each was determined by scaling the model �Eqs. �5�–�10��
to the TTR data at 100 ps and fitting the model to the data �24�.
This method assumes that the reflectance varies linearly with tem-
perature �24,39,51�. At 100 ps, the temperature gradient in the
metal film is negligible, and the electrons and lattice are in ther-
mal equilibrium. The thermal boundary conductance was treated
as a free parameter and was adjusted to minimize the sum of
squares between the thermal model and the TTR data. Minimiza-
tion was performed using an inverse parabolic interpolation tech-
nique, which normally required less then ten iterations to con-
verge.

To ensure that the TTR data taken with the 10 J m−2 pump can
be linearly related to electron temperature, hBD of Cr-3 was mea-
sured at a variety of pump fluences ranging from
0.5 J m−2 to 10 J m−2. The average hBD measured with varying
pump fluence was 0.139 GW m−2 K−1, which is the same hBD
determined from the various measurements on Cr-3 with
10 J m−2. The deviation among the measurements was less than
4% from the mean, which is less than the �7% deviation among
the samples from repeated measurements at one fluence, as previ-
ously mentioned. This indicates that for the fluence used in this
study �10 J m−2�, the assumption that the reflectance varies lin-
early with temperature is valid.

Figure 4 shows the normalized TTR data taken on Cr-1 and
Cr-2 and the best fit of the thermal model to the data using the
thermophysical constants listed in Table 1 and hBD as the fitting
parameter. A best fit hBD of 0.178 GW m−2 K−1 was found for
Cr-1, where Cr-2 showed a 40% reduction in hBD with
0.113 GW m−2 K−1. Examining the corresponding AES profiles of
Cr-1 and Cr-2 �Appendix�, it is apparent that the thickness of the
mixing layer and spatial change of the Si content in the mixing
layer can both contribute to varying levels of hBD.

The thermal boundary conductance measured in Cr-1 is consis-
tent with the 0.2 GW m−2 K−1 hBD measurement of a 30 nm Cr
film deposited on a lightly backsputtered Si substrate by Stevens
et al. �24�. However, Cr-1 was not subject to backsputtering,
where Cr-2 was deposited after backsputtering at relatively high

Fig. 4 TTR data of Cr-1 and Cr-2 fits with the model described
with Eqs. „5…–„10…. A 40% decrease in the best fit hBD from Cr-1
to Cr-2 is observed, with the only change in the experiment
occurring in the deposition conditions „see Table 1….
powers for a long time. This is evidence of the extreme sensitivity

JUNE 2008, Vol. 130 / 062402-5
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f hBD to interfacial conditions and is indicative of the variability
n the fabrication processes.

The sensitivity of the model to film thickness also needs to be
onsidered. Since the model assumes a lumped capacitance, a
hange in film thickness would change the thermal mass of the
ystem, affecting the predicted change in temperature. For ex-
mple, assuming that the Cr film thicknesses were actually 50 nm,
he amount of Cr deposited onto the Si substrates during deposi-
ion, the values of hBD determined from the fitting routine could
ncrease as much as 50%. However, this increase would be com-

on on all samples maintaining the same trends reported in this
tudy. As previously mentioned, the Cr film thicknesses were de-
ermined from the AES profiles and are listed in Table 3. This
hickness sensitivity also gives more evidence of the effect of
abrication variability and interfacial conditions on the measured
hermal boundary conductance since hBD measured by Stevens et
l. was slightly higher for a thinner film.

Figure 5 shows the measured hBD of the six Cr samples as a
unction of mixing layer thickness. The thermal boundary conduc-
ance in the room temperature samples �Cr-1–Cr-4� decreased
ith increasing mixing layer thickness. In these samples, the hBD

anged from 0.178 GW m−2 K−1 in the sample with a 9.5 nm mix-
ng thickness to 0.113 GW m−2 K−1 in the sample with 14.8 nm of

ixing. In these room temperature samples, the smallest amount
f mixing occurred in Cr-1, which was not subject to any in situ
ubstrate cleaning. The other room temperature samples, Cr-2–
r-4, were subject to backsputter etching, which reduced the oxy-
en on the Si surface from �19% to �14% �see Table 3� and also
oughened the substrate prior to Cr deposition. The largest mixing
ayer thickness and lowest hBD were measured in Cr-2, which
ould be a result of the Si substrate being rougher than the other
oom temperature samples. When the substrate was heated after
tching, presumably smoothing the surface and reducing surface
efects before room temperature Cr deposition �Cr-3 and Cr-4�,
he mixing layer thickness decreased, resulting in a linear increase
n hBD. The measured hBD in Cr-1 deviated from the linear trend
n Cr-2–Cr-4, which could be partly due to the increased O2 con-
entration.

The samples that were subject to non-room-temperature depo-
itions, Cr-5 and Cr-6, did not demonstrate the same relationship

ig. 5 Average of the measured hBD of each sample as a func-
ion of mixing layer thickness. The room temperature samples
isplay a linear decrease in hBD with increasing mixing layer

hickness. The samples deposited at higher temperatures „Cr-5
nd Cr-6… do not follow this trend, which could be due to de-
ects of a change in the microstructure relative to the room
emperature deposited samples. The error bars represent the
% deviation from the mean calculated from the data from each
ample, which are the calculated errors associated with the re-
eatability of the data from the experiment.
etween hBD and mixing layer. Both samples had much smaller

62402-6 / Vol. 130, JUNE 2008
mixing layer thicknesses. The elevated temperatures imposed on
the Cr during deposition could have introduced impurities or
changed the material structure around the interface or in the film
that was not detectable by AES, therefore introducing another
variable between the high temperature deposited samples and the
room temperature deposited samples.

Figure 6 shows the relationship between measured hBD and the
interface “abruptness” �the slope of the Si content changes with
depth, as previously described�. Note that the slope of the spatial
increase of Si is quantified by only considering the first 3 nm in
the mixing layer defined in the AES data. In addition, a very
abrupt interface does not necessarily relate to a small mixing layer
thickness. The apparent trend is a decrease in hBD with an increas-
ingly abrupt interface. The highest hBD values in the room tem-
perature samples �Cr-1–Cr-4� are measured on the samples in
which the Cr was deposited on a smooth Si surface, which created
a more gradual increase in Si content near the interface compared
to the samples in which Cr was deposited at elevated temperatures
�Cr-5 and Cr-6�. Chromium and Si represent acoustically matched
materials with nearly identical Debye temperatures ��D�Cr
=630 K and �D�Si=640 K� and, therefore, have similar Debye
cutoff frequencies �45�. By calculating the phonon radiation limit
�PRL� of the Cr /Si system, an upper limit of the hBD is estab-
lished as 1.38 GW m−2 K−1 �23,52�. Any contribution to thermal
boundary conductance by phonons resulting in a value above this
limit would indicate occurring inelastic phonon scattering pro-
cesses �25,26�. The calculated PRL is higher than the measured
hBD; so, elastic scattering is assumed in this analysis.

The DMM, which assumes elastic phonon scattering �9�, can
therefore be applied to the system. In its simplest form, the DMM
can be calculated with

hBD = h1→2 =
1

4�
j

	1,j	
0


max

�1→2�

�N1,j

�T
d
 �11�

where 	1,j is the speed of phonon mode j �longitudinal or trans-
verse� in side 1 �acoustically softer material—here, the Cr film�,
�1→2 is the probability of phonon transmission from side 1 into
side 2, and N1,j is the product of the phonon occupation function
and density of states of mode j on side 1. Assuming that the
diffuse scattering from the rough boundary equilibrates the pho-
non system, the Bose-Einstein distribution function can be imple-
mented and hBD of 0.855 GW m−2 K−1 is calculated using a De-
bye approximation. The DMM, like the PRL, also overpredicts the
measured hBD. This has often been associated with poor interface

Fig. 6 Average of the measured hBD of each sample as a func-
tion of rate of Si increase at the beginning of the interfacial
layer. An increase in hBD is observed as the Si spatial change in
the film becomes more gradual. The error bars represent the
7% deviation from the mean calculated from the data from each
sample, which are the calculated errors associated with the re-
peatability of the data from the experiment.
quality and substrate damage �9,23,24,33�. As shown in this study,
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his could result in varying degrees of mixing, which is most
ikely the direct cause for differences between the measured hBD
nd that calculated from the DMM. The DMM does not take into
ccount an interfacial mixing layer. Although the SMAMM has
een proposed to partially account for this �20�, it is not applied in
his study since it assumes specular phonon reflection, which is
learly not a valid assumption in this case since the interfacial
egion is shown to be significantly disordered �4�.

At an ideal interface with no mixing, a phonon from the Cr film
catters at the Cr /Si interface and is either transmitted into the Si
r reflected back into the Cr. Assuming diffuse scattering and
sing equations in the references based on the phonon speeds of
he different modes �longitudinal and transverse�, the phonon
ransmission probability can be calculated �9�. For a Cr /Si inter-
ace, the phonon transmission probability is �Cr–Si=37% under
he Debye solid model, meaning that at the ideal interface, 37% of
he phonons are transmitted from the Cr side to the Si side �or
rom Si to Cr since the phonon loses its “memory” when it is
cattered�. This transmission can be assumed constant over the
nergy spectrum if we assume that Cr and Si are isotropic Debye
olids, an assumption that is made in the derivation of the form of
he DMM and PRL that is used in this study �9�. This scattering
an also be explained as 37% of the incident phonon energy is
ransmitted into the substrate.

In the event of interfacial mixing, the phonons must propagate
cross a finite amount of space to conduct energy into the sub-
trate. When these phonons scatter with Si at the beginning of the
ixing layer, a certain percentage is transmitted deeper into the
ixing layer. As the thickness of interfacial mixing layer in-

reases, the probability that a phonon will scatter more than once
ncreases, thereby decreasing hBD, which is expected with in-
reased diffuse scattering in well matched materials �9�. Reduced
ransmission can also occur from defects or a change in the mi-
rostructure around the interface, which could explain the further
eduction of hBD observed in Cr-5 and Cr-6, assuming that the
levated temperature during deposition changed the microstruc-
ure of the two-phase region compared to the room temperature
eposited samples.

CDMM to Predict hBD as a Function of Mixing Region
hickness
The functionality of hBD with mixing region thickness and com-

osition can be predicted with the VCDMM �40,41�. This model
ntroduces a simple correction to the DMM through the use of a
irtual crystal to account for the manner by which energy propa-
ates through the interfacial region. In this manner, multiple scat-
ering events occurring at the interface can be quantified, allowing
or a more accurate prediction of hBD as well as insight into the
ffect of interfacial quality on an overall heat transfer.

In calculations of the traditional DMM �Eq. �11��, the estima-
ion of a perfect interface is assumed; however, as shown in the
revious sections, interfacial thickness indeed affects hBD. To ac-
ount for this thickness, the VCDMM replaces the interfacial re-
ion with a third material, the virtual crystal, which has properties
hat are a blend of the bulk materials �53� and a thickness equal to
he length of disorder. Incorporating the virtual crystal modifies
he DMM by necessitating the need to account for both the inter-
ction between each of the bulk materials and interface as well as
he now finite thickness of the interface.

The interaction between the two materials and the disordered
egion is investigated by estimating the hBD between each of the
ulk materials and the virtual crystal. This is accomplished using
q. �11� for each of the now two interfaces with a modification of

he transmission coefficient � to account for the virtual crystal.
his modification is shown below where the subscript i designates
he bulk material of interest, and VC the virtual crystal,

ournal of Heat Transfer
�i→VC =

�
j

	VC,j
−2

�
j

�	i,j
−2 + 	VC,j

−2 �
�12�

Again, this calculation treats all solids as Debye solids. To calcu-
late the phonon propagation speed in the virtual crystal, a rule of
mixture estimation is used where b1 is the percentage by mass of
material 1 in the disordered region,

	VC,j = b1	1,j + �1 − b1�	2,j �13�

To accurately calculate the percentage b1 for the Cr /Si interfaces
presented here, the depth profiles of Cr-1–Cr-4 were analyzed.
These interfaces were chosen for this analysis because the tem-
perature of these samples during Cr deposition was consistent.
Therefore, any interfacial structural changes occurring from heat
treatments to the Cr /Si system post-Cr deposition do not have to
be taken into account, and only the effects of the mixing layer on
hBD can be examined. By fitting a functional form using shape
preserving interpolants through the silicon profile, a mean value of
the elemental percentage was obtained. This value was then used
to calculate the virtual crystal properties and hence the hBD for the
two interface system according to

hBD = 
��
j

h1→VC,j�−1
+ ��

j

h2→VC,j�−1−1
�14�

The above relation accounts for only the efficiency by which

Table 4 Comparison of VCDMM to DMM and experimental data
on samples deposited at room temperature

Sample
ID

Measured hBD
�GW /m2 K�

VCDMM
�GW /m2 K�

DMM
�GW /m2 K�

Cr-1 0.178 0.147 0.855
Cr-2 0.113 0.118 0.855
Cr-3 0.139 0.146 0.855
Cr-4 0.15 0.131 0.855

Fig. 7 Comparison of the VCDMM to the experimental data on
samples Cr-1–Cr-4. Added electron-phonon coupling resis-
tance is taken into account in these calculations since Cr and
Si are acoustically matched solids. Where as the DMM predicts
hBD that is almost eight times larger than that measured on the
samples with no dependence on mixing layer thickness or
compositions, the VCDMM calculations are within 18% of the
measured values and show similar trends with mixing layer
thickness when taking into account the change in Si composi-

tion in the mixing region.
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nergy transfers from the bulk to the interface but does not ana-
yze the ease by which energy propagates through the interfacial
egion. To examine this effect, the results of Eq. �14� are scaled
ccording to the depth factor , which is a ratio of the interfacial
hickness D to the mean free path of the virtual crystal �VC. Using
inetic theory to estimate the mean free path along with the mea-
ured thickness of the Cr /Si interface, the depth factor was calcu-
ated, allowing for the estimation of the hBD from the VCDMM

Fig. 8 Auger electron s
pproach, as shown in
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hBD =
��
j

h1→VC,j

 j

�−1

+��
j

h2→VC,j

 j

�−1−1

�15�

Finally, to completely model the system, the electron-phonon cou-
pling was incorporated by using the value reported by Hostetler et
al. �54� for chromium and the methodology of Majumdar and

troscopy depth profiles
pec
Reddy �55� in order to obtain the final prediction for hBD.
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Table 4 and Fig. 7 show a comparison of the virtual crystal
odel to the experimental data. The virtual crystal approach is
ithin 18% of the measured values, whereas the predicted hBD of

he DMM is about eight times these values. In both prediction and
easurement, there is a distinct trend of decreasing thermal

oundary conductance with increasing interfacial thickness. This
esults from the additional scattering, which occurs as the phonons
ust propagate through the disordered region. The additional scat-

ering, reduces the rate at which energy flows, thus decreasing the
verall conductance and illuminating the role of interfacial quality
n performance.

onclusions
The thermal boundary conductance at the Cr /Si interface was

tudied for a variety of interfacial conditions. The deposition con-
itions for the 50 nm Cr films were systematically varied to
hange various aspects of the Cr /Si mixing, and hBD was mea-
ured with the TTR technique. The range of hBD values across the
ix Cr /Si interfaces show that slight changes in interfacial prop-
rties can significantly affect thermal boundary conductance. By
ifferent in situ substrate preparation techniques, hBD was reduced
y as much as 40%. Results showed a dependence of hBD on both
ixing layer thickness and the abruptness of Si change at the

nterface. The trend in hBD values follows with diffuse scattering
ssumptions, and it is apparent that in well matched systems such
s Cr /Si, phonons that scatter more than once can decrease hBD,
hich is not taken into account in traditional models such as the
MM. A recently developed model, the VCDMM, was applied to

he room temperature deposited data, and a close agreement in
oth value and trend with mixing layer thickness was observed,
ffering new insight into the dependence of thermal boundary
onductance on disorder around solid interfaces.
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omenclature
b � percentage by mass

Bi � Biot number
C � heat capacity, J m−3 K−1

d � film thickness, m
hBD � thermal boundary conductance, W m−2 K−1

k � thermal conductivity, W m−1 K−1

N � total number of phonons per frequency per
volume at temperature T, m−3�s−1�−1

T � temperature, K
v � phonon velocity, m s−1

reek Symbols
� � thermal diffusivity, m2 s−1

 � depth factor in virtual crystal
� � nondimensionalized temperature

�D � Debye temperature, K
� � mass density, kg m−3

� � probability of phonon transmission across the
interface

ubscripts

f � film

ournal of Heat Transfer
i→2 � from side i to the virtual crystal
j � phonon mode �longitudinal or transverse�
s � substrate

VC � virtual crystal
0 � initial
1 � material on side 1
2 � material on side 2

1→2 � from side 1 to side 2

Appendix
The Auger electron spectroscopy depth profiles of the six Cr /Si

samples are shown in Fig. 8. Note the variation among samples of
the mixing layer thickness, Si rate of change at the beginning of
the mixing layer, and O2 concentrations, which are summarized in
Table 3.
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nonequilibrium thermal model is developed to predict the
hrough-thickness transient temperature variation in organic com-
osites subjected to intensive heating. In addition to heat conduc-
ion, the model incorporates four important mechanisms: rate-
ependent pyrolysis, pyrolysis by-product outgassing, irradiance-
ependent convection heat loss, and radiation heat lose. Both the
hape of the gas flow channel and the gas addition velocity from
he channel wall are evaluated based on the decomposition reac-
ion rate. The through-thickness temperature transients, the con-
inually changing gas channel, and the pressure distribution in the
ecomposition gas are obtained and discussed.
DOI: 10.1115/1.2897337�

eywords: composite, heat transfer, laser, pyrolysis

ntroduction
Advanced composites are a material in which two �or more�

onstituents are engineered to produce properties that would not
e attained by conventional means �1�. Laser machining offers the
dvantages of high machining rates, no tool wear, no contact
orces, and relatively high precision �2�. The effectiveness of laser
achining depends primarily on the thermal and structural behav-

ors of the composite materials. Knowing the through-thickness
ransient temperature variation is a prerequisite for the subsequent
aser ablation. Reed and Rice �3� developed a rate-dependent py-
olysis model to characterize the heat transfer in decomposing
aterial. Chen et al. �4� used a modified Crank–Nicholson finite

ifference scheme to model the heat transfer process in laser-
rradiated composites, but the cooling effect arising from the de-
omposition reaction outgassing was not accounted for. Recently,
hou et al. �5� developed a two-dimensional model to investigate
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AL OF HEAT TRANSFER. Manuscript received January 18, 2007; final manuscript re-
eived August 16, 2007; published online April 23, 2008. Review conducted by
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ournal of Heat Transfer Copyright © 20
the coupled compressible gas flow and heat transfer in a micro-
channel surrounded by solid media, but the gas addition velocity
and the microchannel shape are assumed and not based on the
pyrolysis reaction.

To overcome the drawbacks of the existing models, a new nu-
merical model is developed in this work. The heat conduction in
the solid part is considered to be one dimensional, and the pyroly-
sis gas flow is treated as a two-dimensional axisymmetric com-
pressible flow in a microchannel with varying cross-section area,
which is determined according to the decomposition reaction rate.
To the authors’ knowledge, no work has been done to calculate the
gas channel size based on the pyrolysis reaction as did in the
present study.

Model Description
The physical model is shown in Fig. 1 for a fiber composite

material subjected to a localized heat flux q�, with a thickness of
L and an initial temperature of Ti. Figure 1�a� is a schematic of the
composite before heating. The black regions represent fibers; the
gray denotes the matrix. Figure 1�b� shows the composite material
after a heat flux is imposed on the top surface. Once the material
is pyrolyzed, the pyrolyzed products are ejected as the gas flows
outward from the pyrolysis zone toward the heated surface �the
white regions in Fig. 1�b� represent the gas flow channels�. Each
gas flow channel, together with its surrounding material, consti-
tutes an element �shown in the dash-line box of Fig. 1�b�, as
zoomed out in Fig. 1�c��.

Assuming a constant heat flux is specified at the top boundary
�Fig. 1�, the one-dimensional heat conduction in the solid part of
the composite is governed by

�scps
�Ts

�t
=

�

�x
�ks

�Ts

�x
� + Q̇pyroH�t − tpyro�

+
hgas�Tg − Ts�

Rf
2�1 − ��/2Rc

H�t − tpyro� �1�

where Ts and Tg are solid and gas temperatures, respectively. The
heat capacity of the solid �scps is

�scps = �1 − �max���scps� f + �max��scps�m in nonpyrolysis region

�2�

�scps = �1 − �max���scps� f + ��max − ����scps�m

in pyrolysis region �3�

where � is the fraction of the decomposed material with a maxi-
mum value of �max. The subscripts f and m denote the fiber and
matrix, respectively. The thermal conductivity ks is temperature
dependent and will change as pyrolysis takes place. The thermal
conductivity used in Ref. �4�, with both temperature dependence
and effect of pyrolysis accounted for, is used in this work.

The pyrolysis is a rate-dependent process and the heat source

term Q̇pyro in Eq. �1� is calculated by

Q̇pyro = −

�s�H ·
d�

dt

1 − �
= − �s�H · A · eB/T−M·�tpyro

t AeB/Tdt/�1 − ��

�4�

where �H is the chemical reaction heat, A is the frequency factor,
B is activation energy, and M is the molar mass �kg/mol�. The
Heaviside step function, H�t− tpyro�, is zero before pyrolysis �t
� tpyro� and one after pyrolysis �t� tpyro�. The convection heat
exchange coefficient hgas between the gas and the solid structure is
evaluated based on the gas temperature gradient at channel wall,
which can be calculated by the simulation results of the gas flow.

The front surface �x=0� is heated by the localized heat flux q�

and is cooled by convection and radiation. The rear surface �x

JUNE 2008, Vol. 130 / 064501-108 by ASME
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L� is cooled by radiation and natural convection. The convection
eat transfer coefficient at the front surface depends on the surface
eat flux �6�.

To obtain the gas temperature in Eq. �1�, it is necessary to solve
he fluid flow and heat transfer in the gas region. The 2D gas flow
s assumed to be laminar and compressible. The governing equa-
ions and solution procedure of the gas flow in channel can be
ound in Ref. �5�.

The radius of the gas flow channel is not a constant and is
etermined by the fraction of the decomposition reaction:

Rc = �� · Rfiber �5�

here the fraction of the decomposed material, �, is evaluated
ased on the rate equation:

d�

dt
= A�1 − ��MeB/T �6�

here the constant B is determined by the activation energy and
he universal gas constant.

The gas addition from the channel wall is determined by con-
idering conservation of mass at the gas-solid interface, i.e.,

Vadd = −
1

2

Rf
2

Rc

�s

�g

d�

dt
�7�

here the minus sign is a result of the fact that the gas is added in
he negative radial coordinate.

(a) (b)

heat flux
fiber matrix

L

Fig. 1 Physical model: „a… before h
heating: „c… zoom-out of a fiber-matr

Fig. 2 Progression of th
In the early stage of heating, the channel is very narrow and

64501-2 / Vol. 130, JUNE 2008
thus the Knudsen number for the gas flow is very large, where the
traditional Navier–Stokes equation will break down �7�. There-
fore, in this stage, the gas flow effect is approximated based on the
energy conservation principle at the gas-solid interface.

The governing Navier–Stokes equations are solved with the fi-
nite volume method �FVM� based on the SIMPLE algorithm �8�.

(c)

heat flux q”

gas
channel

gas
addition

Rf

Rc

ing: „b… after the commencement of
lement

yrolysis front with time
q”

eat
e p
Fig. 3 Spatial distribution of the temperature at different times
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he extension of the traditional SIMPLE method to a compressible
ne can be found in Refs. �9–13�. The body-fitted mesh is gener-
ted using the multisurface technique �14�.

esults and Discussion
A composite medium with 2.54 mm thickness is considered.

he outer radius of the unit cell Rf is 400 �m. The material is
nitially at a uniform temperature, Ti=300 K. For time t�0, a
onstant heat flux of q�=5 MW /m2 is impinged on the surface.
fter a grid convergence study, a 64�26 mesh is employed in the
D compressible gas flow and 41 grid points are used in the 1D
eat conduction simulation of the solid part. The numerical solu-
ion started from time t=0 with a varying time step �t �a small
ime step is used in the initial stage since the temperature change
uring this stage is very drastic�. The thermophysical properties of
he solid composite used in the simulations are ��s� f

1200 kg /m3, �cps� f =1500 J / �kg K�, ��s�m=800 kg /m3, �cps�m

1100 J / �kg K�. The physical properties of the gaseous by-
roducts are M =28.97�10−3 kg /mol, cpg=1005 J / �kg K�, Pr
0.7, �=1.81�10−6 kg / �m s�, �=1.4. Other data are as follows:
he ambient temperature is T	=300 K. The surface radiation
missivity is 
surf=0.92. The convection coefficient between the
olid material and the ambient is h=5 W / �m2 K� before onset of
he pyrolysis reaction. The pyrolysis onset temperature is Tpyro
625 K. The decomposition reaction heat is �H=2�106 J /kg.
he order of the decomposition reaction is M =1. The maximum
ecomposition fraction �max is 0.4. The frequency factor in the
ate equation is A=1.243�107. The constant B in the rate equa-
ion is B=−1.17�104 K.

Figure 2 shows the progression of the pyrolysis front as a func-
ion of time. It is clearly seen that the pyrolysis reaction front
enetrates deeper and deeper into the composite as the heating
roceeds. The horizontal line in Fig. 2 indicates that the fraction
f the decomposed material reaches its maximum value. This
eads to a straight gas channel section that has a constant cross-
ection area.

The spatial distributions of the temperatures at different times
re plotted in Fig. 3. The decomposition reaction front is the in-
ersection point between the temperature curve and the dashed
ine of the pyrolysis onset temperature. As time elapses, the de-
omposition reaction front penetrates deeper and deeper into the
omposite.

Fig. 4 Centerline normalized pres
fluxes
Figure 4 presents the centerline normalized pressure distribu-

ournal of Heat Transfer
tion for different heating fluxes at t=10.6 s. It is seen from this
figure that the pressure decreases gradually from the pyrolysis
front to the heated surface. The higher the input heat flux, the
larger the pressure difference from the pyrolysis front to the
heated surface. This is because a higher heating flux causes a
much more violent decomposition reaction, which, in turn, results
in a higher gas addition velocity along the gas channel wall.

Conclusions
A nonequilibrium heat transfer model is developed to calculate

the temperature transients in composites exposed to high heating
flux. Besides the convection and radiation heat loss effects at sur-
face, the pyrolysis gas flow effect is included into the model.
Compared to previous studies, the most striking improvement of
the present model is that both the shape of the gas flow channel
and the gas addition velocity from the channel wall are evaluated
based on the decomposition reaction rate. Transient temperature
and pressure distributions are obtained and analyzed.
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ube Transverse Pitch Effect on Heat/
ass Transfer Characteristics of Flat

ube Bank Fin Mounted With
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or one heat exchanger model of three-row flat tube bank fin
ounted with vortex generators (VGs), the effect of transversal

ube pitch on heat/mass transfer performance was investigated by
he experimental method of naphthalene sublimation. For the
ame arrangement of VGs around the tube, it is found that the
arger the transversal tube pitch, the larger the heat transfer en-
ancement because of less interactions of vortices generated from
ifferent VGs. Interaction of vortices decreases the heat transfer
nhancement on the fin surfaces with and without VGs for the
ase with small transversal tube pitch. For isothermal condition,
wo correlated equations of average Nusselt number and friction
actor considering the fin spacing, the attack angle of VG, the
eight of VG, the ratio of transversal tube pitch, and Reynolds
umber are reported. �DOI: 10.1115/1.2897339�

eywords: heat transfer enhancement, vortex generator, finned
at tube bank, heat exchanger

ntroduction
The finned flat tube bank fin heat exchangers have many appli-

ations especially on vehicles such as radiators of Diesel locomo-
ive. Vortex generators �VGs� can generate swirl of the flow and
ow destabilization �1,2�. The local and average heat transfer over
finned three-row flat tube bank with four/tube and six/tube delta
inglet VGs with an aspect ratio of 2 was reported in Refs. �3,4�.

n these studies, several types of surfaces involved in heat transfer
rocess were considered. The optimal fin spacing �5�, angle �6�,
osition of VGs �7�, and height of VGs �8� were investigated
onsidering no uniform fin temperature. Recent study shows that
ortices generated upstream will interact with vortices generated
ownstream, depending on the rotation direction of vortex; such
nteraction will increase or decrease the intensity vortices and ef-
ect heat transfer enhancement �9�. For tube bank fin heat ex-
hanger, the transversal pitch of tube is an important parameter,
specially for tube bank fin heat exchanger with VGs. The trans-

1Corresponding author.
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versal pitch of tube determines the relative location of VGs and
hence affects the intensity of interactions of vortices.

The objective of this paper is to evaluate the effects of trans-
versal tube pitch effect on heat transfer performance of flat tube
bank fin mounted VGs on fin surface without considering the
changes of heat transfer characteristics in tube side. Evaluations
were performed through the local and average heat/mass transfer
data obtained by the naphthalene sublimation technique.

Experimental Model
The geometry of experimental setup is based on a typical loco-

motive radiator. In order to do experiment, we enlarged the geom-
etry of locomotive radiator with a factor of 2.5. The flat tube fin
geometries and positions of VGs are presented in Fig. 1. The
geometric parameters are S2=55 mm, b=46.3 mm, and a
=6.3 mm. The leading points of first VG pair are on the line
tangent to the flat tube and two tube widths apart. Figure 1�a�
presents the arrangements of VG pair. The geometry of VG is
presented in Fig. 1�b�, and the aspect ratio was selected as 2. The
detail information of experimental setup can be obtained in Ref.
�7�.

For average Nua and fa, measurements were carried out for
three different S1’s �32 mm, 40 mm, 53 mm�, three �’s �25 deg,
35 deg, 45 deg�, three H’s �3 mm, 4 mm, 5 mm�, and three Tp’s
�4 mm, 5 mm, 6 mm�. Seven Reynolds numbers were conducted
for each combination of above parameters. There are some impos-
sible combinations, for example, Tp=4 mm and H=5 mm, ex-
cluding such cases, a total of 72 sets of data were obtained. The
local measurement of Nu was carried on three types of tube trans-
versal pitch S1=32 mm, 40 mm, 53 mm at �=35 deg, Tp=5 mm,
and H=4 mm conditions. The Re is selected from the working
condition of a typical locomotive radiator. This type of radiator
has a working velocity about 10 m /s of air, and flat tube with a
width of 2.5 mm, in this condition the Rea is about 1300 �using
the characteristic length of flat tube width�.

The same data reduction method as reported in Ref. �8� is used.
The experimental uncertainty was estimated using the same
method presented in Refs. �3,8�, although several years have
passed after the publication of Refs. �3,8�. From the results con-
ducted recently, it is found that the repeatability of experiments
for the local results of S1 /S2=0.727 is considerably good.

Results and Discussion

Effect of S1 ÕS2 on Local Nua Distribution. The local Nua
distributions on Surface II �the surface without VGs� for three
different S1 /S2 are presented in Figs. 2�a�–2�c�, respectively.
These figures reveal that ahead of the second row of VGs, Nua is
small. This characteristic means that vortices generated by the first
row of VGs mounted on Surface I �the surface mounted with
VGs� will need space to develop. These vortices can reach the fin
Surface II and have some effect on Nua of Surface II. Starting
from the second row of VGs, there is a region with large Nua
around the tube. This indicates that the vortices near Surface II is
intensified by the second row VGs. The streamwise axis of the
core of vortices is nearly in line with the second row of tube for
case of S1 /S2=0.582, the region with large Nua is broken by this
tube, see Fig. 2�a�. Nua on Surface II is small around the second
row of tube indicts that the interactions of vortices generated by
the tube and VGs of first and second rows decrease the heat trans-
fer enhancement around this tube for the case of S1 /S2=0.582.
For this configuration, heat transfer enhancement is deteriorated
around the third row tube due to the intensified unfavorable inter-
actions of the vortices generated by VGs, the tubes upstream, and
the VGs downstream. Here the interactions between vortices mean
that the vortices generated at different positions increase or de-
crease the amplitude of the same velocity component in a given
point. If more rigorous definition is used, interactions mean the

increase or decrease of the cross-averaged absolute vortex flux in

JUNE 2008, Vol. 130 / 064502-108 by ASME
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ain flow direction. Unfavorable interactions of vortices mean
hey decrease the amplitude of velocity components. It is found
hat unlike for the case of S1 /S2=0.582, for cases of S1 /S2
0.969 and S1 /S2=0.727, starting from the second row VGs,

here are clear regions with large Nua beside the tubes, see Figs.
�b� and 2�c�. The width of the region with large Nua is increased
ith increasing S1 /S2.
As shown in Figs. 3�a�–3�c�, on fin Surface I, the heat transfer

nhancement is appreciable, especially around the tube. The heat
ransfer enhancement becomes weak in the region far from the
ube for S1 /S2=0.969. The distributions of Nua around the first
ube row are similar for the three cases of S1 /S2. In the region of
he second tube row, it is found that effect of the vortices gener-
ted upstream on Nua can penetrate far downstream. It is found
hat the vortices generated by VGs located around the first tube
ow have counter-rotation direction compared to the vortices gen-
rated by the VGs located around the second tube row. If the tube
enterlines in main flow direction of the first tube row and the
econd tube row are too close, the interactions of these vortices
ith counter-rotation direction reduce the amplitude of velocity

omponents and hence deteriorate heat transfer enhancement. Due
o the increasing intensity of vortice interactions with counter-
otation direction for small S1 /S2, there is no clear region with
arge Nua near the end of the third tube row. For large S1 /S2, for
xample, S1 /S2=0.969, with less interactions of vortices, two
lear regions in which the Nua is enhanced are observed.

Effect of S1 ÕS2 on Span-Averaged Nua Distribution. At dif-
erent S1 /S2, the comparison of span-averaged Nua distribution in
he stream direction on fin Surfaces I and II is presented in Fig. 4.
n this experiment, we used the same size of VG, considering the
n with different S1 /S2 will have different areas of heat transfer.

ig. 1 Flat tube bank parameters and positions of VGs: „a…
onfiguration; „b… shape of VG

ig. 2 Comparison of local Nua distribution on fin Surface II:
a… Rea=1119, S1 /S2=0.528; „b… Rea=1121, S1 /S2=0.727; „c…

ea=1090, S1 /S2=0.969

64502-2 / Vol. 130, JUNE 2008
In this figure, we added the span-averaged Nua of smooth fin for
reference. The heat transfer enhancement can be compared with
these reference data. As shown in Fig. 4�a�, for S1 /S2=0.582, it is
clear that VGs can enhance heat transfer efficiently. In most re-
gions, Nua on Surface I is larger than that on Surface II. When

Fig. 3 Comparison of local Nua distribution on fin Surface I;
„a… Rea=1119, S1 /S2=0.528; „b… Rea=1121, S1 /S2=0.727; „c…
Rea=1090, S1 /S2=0.969

Fig. 4 Comparison of span-averaged Nua on the fin Surfaces I

and II for different S1 /S2
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1 /S2=0.727, within a relative large region, Nua on II is larger
han Nua on I around the first and the second tube rows. However,
hen S1 /S2=0.969, Nua on II is larger than Nua on I around the

hird tube row.
Interactions of vortices will decrease heat transfer enhancement

or small S1 /S2 the case. For case of S1 /S2=0.969, there is enough
pace for vortices generated upstream to develop, and there is less
ntensity of vortice interactions; Nua on II has a larger value than
ua on I downstream. If we refer to Fig. 2�c�, because the center-

ines in main flow direction of the first tube row and the second
ube row are far away, it is clear that the vortices generated by
Gs around the first row is unlikely interacted with vortices gen-

rated by VGs around the second row tube. Compared with the
eference data, from Fig. 4, it is found that the heat transfer en-
ancement by VGs is different for the three cases studied. The
arger heat transfer enhancement comes from the case of S1 /S2
0.969. The smaller heat transfer enhancement occurred for case
f S1 /S2=0.582. These results can be explained by the interac-
ions of vortices generated by VGs explained above. The interac-
ions of vortices affect the heat transfer on surfaces with and with-
ut VGs.

Effect of S1 ÕS2 on Average Nua and fa. All of data obtained
y the experiments are correlated considering Tp, �, H, and S1 /S2;
he following equations can be obtained:

Nua = 0.282 Rea
0.631�Tp

a
�0.527� H

Tp
�0.241� �

45 deg
�0.180�S1

S2
�0.871

�1�

fa = 8.482 Rea
−0.515�Tp

a
�0.527� H

Tp
�0.647� �

45
�0.319�S1

S2
�−0.592

�2�

500 � Rea � 4100, 25 deg � � � 45 deg

0.528 � Tp/a � 0.952

he maximum deviation of data is 12.3%.

onclusions
The effects of transversal tube pitch on local and average heat

ransfer of flat tube bank fin with VGs are studied. For isothermal
ondition, considering fin spacing, parameters of VG such as at-
ack angle and height, transversal tube pitch, two correlated equa-
ions for Nu and f based on the 72 set of experimental data were
rovided. For the same arrangement of VGs around the tube, it is
ound that the larger the transversal tube pitch, the larger the en-

ancement of heat transfer because of less interactions of vortices

ournal of Heat Transfer
generated from different VGs located at upstream. Interaction of
vortices decreases the heat transfer enhancement on fin surfaces
with and without VGs for configuration with small transversal
tube pitch. The experimental results indicate that for small trans-
versal tube pitch, if VGs are used to enhance heat transfer, the
method to avoid interactions of vortices must be considered.

Nomenclature
a � width of flat tube �m�
b � length of flat tube �m�
f � friction factor

H � height of winglet type vortex generators �m�
Nu � Nusselt number
Re � Reynolds number
S1 � transversal pitch between flat tubes �m�
S2 � longitudinal pitch between flat tubes �m�
Tp � fin spacing �m�

Greek Symbol
� � attack angle of vortex generator �deg�

Subscript
a � with reference to tube width

References
�1� Fiebig, M., 1995, “Embedded Vortices in Internal Flow: Heat Transfer and

Pressure Loss Enhancement,” Int. J. Heat Fluid Flow, 16, pp. 376–388.
�2� Joardar, A., and Jacob, A. M., 2005, “Impact of Leading Edge Delta-Wing

Vortex Generators on the Thermal Performance of a Flat Tube, Louvered-Fin
Compact Heat Exchanger,” Int. J. Heat Mass Transfer, 48, pp. 1480–1493.

�3� Wang, L. B., Ke, F., Gao, S. D., and Mei, Y. G., 2002, “Local and Average
Characteristics of Heat/Mass Transfer Over Flat Tube Bank Fin With Four
Vortex Generators Per Tube,” ASME J. Heat Transfer, 124, pp. 546–552.

�4� Wang, L. B., Zhang, Y. H., Su, Y. X., and Gao, S. D., 2002, “Local and
Average Heat/Mass Transfer Over Flat Tube Bank Fin Mounted In-Line Vortex
Generators With Small Longitudinal Spacing,” J. Enhanced Heat Transfer, 9,
pp. 77–87.

�5� Shi, B. Z., Wang, L. B., Gen, F., and Zhang, Y. H., 2006, “The Optimal Fin
Spacing for Three-Row Flat Tube Bank Fin Mounted With Vortex Generators,”
Heat Mass Transfer, 43, pp. 91–101.

�6� Ke, F., Wang, L. B., Hua, L., Gao, S. D., and Su, Y. X., 2006, “The Optimum
Angle of Attack of Delta Winglet Vortex Generators on Heat Transfer Perfor-
mance of Finned Flat Tube Bank With Considering No Uniform Fin Tempera-
ture,” Exp. Heat Transfer, 19, pp. 227–249.

�7� Zhang, Y. H., Wang, L. B., Su, Y. X., and Gao, S. D., 2004, “Effects of Span
Position of Winglet Vortex Generator on Local Heat/Mass Transfer Over a
Three-Row Flat Tube Bank Fin,” Heat Mass Transfer, 40, pp. 881–891.

�8� Gao, S. D., Wang, L. B., Zhang, Y. H., and Ke, F., 2003, “The Optimum
Height of Winglet Vortex Generators Mounted on Three-Row Flat Tube Bank
Fin,” ASME J. Heat Transfer, 125, pp. 1007–1016.

�9� Zhu, C. L., Hua, L., Sun, D. L., Wang, L. B., and Zhang, Y. H., 2006, “Nu-
merical Study of Interactions of Vortices Generated by Vortex Generators and
Their Effects on Heat Transfer Enhancement,” Numer. Heat Transfer, Part A,

50, pp. 353–368.

JUNE 2008, Vol. 130 / 064502-3



B
P
C

N

T
e

D
U
1
S

T
l
t
w
i
i
n
(
b

K

I

h
b
p
p
i
v
p

d
s
b
i
�
G
a
t
a
t
f

2
c
s
a
a
i
y
w
p
a
t

T
9

J

ipolar Plate Thermal Response to
EM Fuel Cell Stack
ompressive Load

. Fekrazad

. L. Bergman
-mail: tberg@engr.uconn.edu

epartment of Mechanical Engineering,
niversity of Connecticut,
91 Auditorium Road, Unit 3139,
torrs, CT 06269

his technical brief reports new findings regarding the strong re-
ationship between the temperature of the bipolar plates of a pro-
on exchange membrane fuel cell stack and thermal conditions
ithin the membranes of the stack. The unique feature of the study

s the notion that bipolar plate temperature might be used as an
ndicator to identify optimal stack clamping pressures that lead to
early isothermal conditions inside the stack. Uniform thermal
and humidity) conditions are expected to enhance fuel cell dura-
ility and reliability. �DOI: 10.1115/1.2897928�

eywords: fuel cell, contact resistance

ntroduction
Considerable progress has been made in developing compre-

ensive heat and mass transfer models of proton exchange mem-
rane �PEM� fuel cells. For the most part, interest has been in the
rediction of detailed stack thermal, humidity, and electron and
roton distributions. Less attention has been paid to manufactur-
ng issues, such as the impact of fuel cell stack assembly �indi-
idual fuel cells are usually assembled in series, forming a com-
act fuel cell stack� on fuel cell performance and behavior.

A recent study �1� reports the development of a two-
imensional model to discern detailed behavior within a fuel cell
tack. An important feature of the model is its incorporation of
oth electrical and thermal contact resistances that exist at the
nterface between a bipolar plate �BP� and the gas diffusion layer
GDL� within a typical fuel cell stack. In addition, variation in the
DL permeability with compressive load applied to the stack is

ccounted for. Specifically, the dependence of the contact resis-
ances �as well as GDL permeability� to the compressive force
pplied to the stack was taken from recently reported experimen-
al results �2�, and the contact resistance variation with pressure
or Sigracet GDL material is shown in Fig. 1.

Figure 2, taken from Ref. �1�, illustrates a fuel cell stack �Fig.
�a�� that arbitrarily consists of five membranes and six current
ollectors �BPs�. An oxidant �humidified air� flows on the cathode
ide of the membrane and fuel �humidified H2� is supplied to the
node side, as shown in Fig. 2�b�. A compressive force is used to
ssemble and hold the stack together. In practice, the compression
s controlled by placing the stack within a yoke and squeezing the
oke with all-threaded rods equipped with springs or Belville
ashers as shown schematically. From the transport phenomenon
oint of view, the compressive force will alter both the electrical
nd thermal contact resistances that develop at the interface be-
ween the GDLs of Fig. 2�b� and the adjacent BPs. The perme-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT

RANSFER. Manuscript received February 16, 2007; final manuscript received October
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ournal of Heat Transfer Copyright © 20
abilities of the porous GDLs will also be reduced as the compres-
sive force is increased.

The governing equations and boundary conditions used to pre-
dict the various steady-state distributions within the fuel cell stack
are very lengthy, are described in detail in Ref. �1�, and will not be
repeated here. Suffice it to state that conservation of energy, spe-
cies, and electron and ion charge principles are all applied to the
computational domain indicated by the dashed lines in Fig. 2�b�,
which is an expanded view of a repetitive fuel cell stack element
shown in Fig. 2�a�. The periodicity of the stack structure is ex-
ploited to simplify the computation. Various constitutive relations,
listed and described in detail in Ref. �1�, complete the formulation
of the model, which is ultimately capable of predicting both the
fuel cell power output and the detailed two-dimensional spatial
distributions of various quantities within the stack. The model’s
predictions, in terms of the sensitivity of the fuel cell power out-
put to clamping pressure, were validated through quantitative
comparison with experimental measurement �1� and are in quali-
tative agreement with recently reported experimental measure-
ments �3� and numerical predictions �4� that show an increase in
the fuel cell power output with increasing clamping pressure as
the clamping pressure is increased from very low values.

Knowledge of the internal temperature and humidity distribu-
tions is important for a variety of reasons. A critical issue is en-
hancement of the durability and lifetime �reduction in cost� of
PEM fuel cell stacks and, as noted in the literature �5–8�, it is
highly desirable to minimize spatial temperature variations within
the delicate polymer material that forms the membrane electrode
assembly �MEA, Fig. 2�b�� consisting of a very thin Nafion sheet
sandwiched between two catalyst layers �shown as the two dark
vertical lines in Fig. 2�b��. In general, minimization of spatial
temperature differences within the GDLs and MEA will promote
uniform humidity conditions, decreasing the chance of membrane
dry-out that can lead to the formation of “pinholes” through the
MEA and, in turn, mixing of the cathode and anode gases that will
ultimately lead to failure of the entire fuel cell stack. Also, mini-
mization of spatial temperature differences �and, in general, pro-
motion of uniform humidity conditions� will minimize stresses
within the membrane material that is clamped between the BPs. A
thorough description of the detailed failure mechanisms is avail-
able in Ref. �8�.

An unanticipated discovery, discussed in Ref. �1�, is that ther-
mal conditions within the MEA might be made nearly uniform by
carefully adjusting the compressive force �or pressure� used to
assemble the stack. For example, much of Fig. 3 is replicated from
Ref. �1� and shows the maximum temperature difference along the
vertical centerline of the membrane �see Fig. 2�b�� for various
operating conditions and for various clamping pressures. For a
very wide range of conditions and BP geometries �See Tables 1

Fig. 1 Electrical and thermal contact resistance dependences
upon clamping pressure for Sigracet GDL material. The curve

fits are to the experimental data of Ref. †2‡.
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nd 2 as well as Figs. 8–10 of Ref. �1��, it was found that nearly
sothermal conditions tend to group around a compressive pres-
ure �defined as force per unit active area of MEA� of pcl

2 bars. The two large circles that identify minimum values of
T will be discussed shortly.
As noted in Ref. �1�, minimization of spatial temperature dif-

erences in the MEA corresponds to a sudden shift in maximum
ocal membrane temperatures from the middle of a BP land �Lo-
ation “A” of Fig. 2�a�� to the middle of a gas channel �Location
B” of Fig. 2�a�� in response to a complex interplay involving
eductions in both the electrical and thermal contact resistances
ssociated with increased clamping pressures and conjugate heat
ransfer associated with the relatively high thermal conductivity
P �65 W /m K� and its role in redistributing heat transfer rates
etween the hot membrane and the cool gases. The fuel cell stack
ower output is only modestly affected by changes in the clamp-
ng pressure.

Since minimization of internal temperature differences is desir-
ble and can be controlled by varying the clamping pressure ap-
lied to the stack, it would be useful to somehow identify and
ubsequently apply optimal clamping pressures. Unfortunately, lo-
al nonintrusive measurement of any quantity within the MEA is
xtremely difficult in the warm, moist, and electrically active en-
ironment experienced by the delicate, low thermal conductivity
embrane materials. Recognizing this practical limitation, an op-

ortunity presents itself to further examine �beyond the investiga-
ion of Ref. �1�� the predicted stack behavior and its sensitivity to
lamping pressure, in an effort to identify other features that might

Fig. 2 Schematic diagram of „a… a fue
stack

ig. 3 Maximum temperature difference along the centerline
f the membrane of Fig. 2„b… as a function of the clamping
ressure for Vcell=0.6 V. Gas pressure and temperature are as

ndicated. The circles indicate clamping pressures associated

ith the BP thermal shift of Fig. 4.

64503-2 / Vol. 130, JUNE 2008
correspond to desirable internal distributions inside the fuel cell
and, in turn, be used to optimize clamping forces.

Results and Conclusions
Figure 4 shows the predicted local BP temperature associated

with a very wide variety of operating conditions and flow channel
geometries �Table 1� as a function of the clamping pressure ap-
plied to the fuel cell stack. The results presented in Fig. 4 are a
compilation of predicted BP temperatures for 136 individual
simulations; none of which has been previously reported. No nu-
merical predictions associated with any operating condition have
been excluded from Fig. 4. Half of the simulations are associated
with specification of constant cell voltage, while the other half are
associated with a specified cell current density; two different con-
ditions that depend on the electrical characteristics of the actual
fuel cell load; both conditions of which can be incorporated in the
model �1�. All of the simulations are associated with the Sigracet
GDLs of Refs. �1,2�.

Relative to any other thermal feature associated with a fuel cell
stack, the temperature of a BP is easy to measure using a variety
of standard techniques because of its thickness, strength, high
thermal conductivity, and high emissivity. For each case consid-
ered here, the BP temperatures are spatially uniform to within
�0.05°C; in essence a unique temperature is associated with the
BP for any condition. Also, the spatially averaged BP temperature
increases as the clamping pressure is increased. The results of Fig.
4 are associated with BP temperature variations �Tb,max-Tb,min� of
approximately 1°C–2.5°C over clamping pressures ranging from
pcl,min=1 bar to pcl,max=4 bars associated with the cases of Table
1.

ll stack and „b… a single cell within the

Fig. 4 Dimensionless BP temperature versus clamping pres-
l ce
sure for the conditions of Table 1.
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For the entire range of operating conditions and BP geometries
onsidered here, the BP temperature exhibits a clear shift in be-
avior at pcl�2 bars. The shift occurs in direct response to the
onjugate heat transfer associated with the BP and how this is
ffected by the clamping pressure through variations in the contact
esistances �and to a very minor degree, the GDL permeability
1��.

To illustrate how the BP temperature dependence upon pcl
ight be exploited, the clamping pressure associated with the

hange in slope of the BP temperature versus clamping pressure
ehavior may first be determined from Fig. 4 �or from associated
xperimental measurements on a fuel cell stack�. The correspond-
ng pcl values are marked with circles in Fig. 3, clearly identifying
hese as optimal clamping pressures in terms of promoting uni-
orm thermal conditions in the membrane. The same robust rela-
ionship between the BP thermal shift and achievement of nearly
sothermal internal conditions is noted for all cases of Table 1.
ence, the BP temperature dependence on the clamping pressure
ight be exploited for purposes of identifying desirable clamping

ressures for improving the durability of fuel cell stacks.
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omenclature
I � current density, A /m2

Table 1 Operating conditions and channel d
gas temperatures „T…, gas pressures „p…, chan
channel height is 0.5 mm in all cases.

Constant cell potential �Vcell=0.6 V�

T=80°C, p=3 atm, wch=4 mm, wL=3 mm
T=60°C, p=3 atm, wch=4 mm, wL=3 mm
T=80°C, p=2 atm, wch=4 mm, wL=3 mm
T=80°C, p=3 atm, wch=3 mm, wL=4 mm
pcl � clamping pressure, bar or atm

ournal of Heat Transfer
Re,c � electric contact resistance, � m2

RT,c � thermal contact resistance, m2 K /W
T � gas or membrane temperature, K

Tb � BP temperature, K
Vcell � single cell voltage, V
wch � channel half-width, m
wL � land half-width, m

References
�1� Fekrazad, N., and Bergman, T. L., 2007 “The Effect of Compressive Load on

PEM Fuel Cell Stack Performance and Behavior,” ASME J. Heat Transfer,
129, pp. 1004–1013.

�2� Ihonen, J., Mikkola, M., and Lindbergh, G., 2004 “Flooding of Gas Diffusion
Backing in PEFCs,” J. Electrochem. Soc., 151�8�, pp. A1152–A1161.

�3� Chang, W. R., Hwang, J. J., Weng, F. B., and Chan, S. H., 2007 “Effect of
Clamping Pressure on the Performance of a PEM Fuel Cell,” J. Power
Sources, 166, pp. 149–154.

�4� Zhou, P., and Wu, C. W., 2007 “Numerical Study on the Compression Effect of
Gas Diffusion Layer on PEMFC Performance,” J. Power Sources, 170, pp.
93–100.

�5� Hyunchul, J., Meng, H., and Wang, C.-Y., 2005, “A Single-Phase, Non-
Isothermal Model for PEM Fuel Cells,” Int. J. Heat Mass Transfer, 48, pp.
1303–1315.

�6� Hottinen, T., and Himanen, O., 2007 “PEMFC Temperature Distribution
Caused by Inhomogeneous Compression of GDL,” Electrochem. Commun., 9,
pp. 1047–1052.

�7� Al-Baghdadi, M. A. R. S., and Al-Janabi, H. A. K. S., 2007, “Influence of the
Design Parameters in a Proton Exchange Membrane �PEM� Fuel Cell on the
Mechanical Behavior of the Polymer Membrane,” Energy Fuels, 21, pp.
2258—2267.

�8� Solasi, R., Zou, Y., Huang, X., Reifsnider, K., and Condit, D., 2007, “On
Mechanical Behavior and In-Plane Modeling of Constrained PEM Fuel Cell
Membranes Subjected to Hydration and Temperature Cycles,” J. Power

ensions. Parameters shown are the average
half-width „wch…, and land half-width „wL…. The

Constant current density �I=7050 A /m2�

T=80°C, p=3 atm, wch=4 mm, wL=3 mm
T=60°C, p=3 atm, wch=4 mm, wL=3 mm
T=80°C, p=2 atm, wch=4 mm, wL=3 mm
T=80°C, p=3 atm, wch=3 mm, wL=4 mm
im
nel
Sources, 167, pp. 366–377.

JUNE 2008, Vol. 130 / 064503-3


	RESEARCH PAPERS
	Conduction
	Evaporation, Boiling, and Condensation
	Experimental Techniques
	Forced Convection
	Heat Exchangers
	Heat and Mass Transfer
	Jets, Wakes, and Impingement Cooling
	Micro/Nanoscale Heat Transfer

	TECHNICAL BRIEFS



